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E. M. Sparrow 
K. K. Tien 

Department of Mechanical Engineering, 
University of Minnesota, 

Minneapolis, Minn. 

Forced Confection Heat Transfer at 
an Inclined and Yawed Square 
Plate—Application to Solar 
Collectors 
Experiments have been performed to determine the average heat transfer coefficients for 
forced convection airflow over a square plate that is inclined and yawed relative to the on
coming flow. The experiments involved mass transfer and were carried out via the naph
thalene sublimation technique, with air as the working fluid. By means of the analogy be
tween heat and mass transfer, the results are presented in a form that can be used directly 
for heat transfer applications. The experiments encompassed a wide range of angles of 
yaw and angles of attack, and extended over a Reynolds number range from about 20,000 
to 100,000. It was found that owing to three dimensional flow effects, the transfer coeffi
cients were remarkably insensitive to both the angle of attack and the angle of yaw. This 
enabled all the results to be correlated by the equation j = 0.937fle_1/2 (where j = (hi 
pcpUa)Pri/a) with<in accuracy of ±2112percent. The correlation equation was applied to 
the determination of the heat transfer coefficient for wind-related heat losses from a flat 
plate solar collector. It was demonstrated that the currently standard computational 
equation (which is, in reality, not well suited to the application) substantially overesti
mates the heat transfer coefficient. 

Introduction 

The research to be reported here is a study of the heat transfer 
characteristics of boundary layer flows subjected "both to yaw and to 
an angle of attack. At the same time, it serves to model the forced 
convection heat loss (due to wind) from the upper cover plate of a solar 
collector. Although the research and its results are not tied to any one 
application, the initial impetus for undertaking the work was provided 
by the aforementioned solar devices. It may, therefore, be of interest 
to begin with a brief recounting of the present practice for calculating 
forced convection heat losses from solar collectors and to identify the 
need for improved knowledge of the relevant heat transfer coeffi
cients. 

The cover plates of a flat plate solar collector serve both to trap 
radiation in the collector via the greenhouse effect and to shield the 
hot collector plate from direct contact with the wind. The top surface 
of the upper cover plate is exposed to the ambient air and, in the 
presence of a wind, it will lose heat via forced convection. The direc

tion of the wind relative to the surface of the cover plate will, in gen
eral, vary with time, although there may be a preferred direction at 
specific sites. In particular, there appears to be no basis for assuming 
that the wind direction is parallel to the surface of the cover plate. 

The most recent texts, (e.g., [1,2]1) dealing with the analysis of flat 
plate collectors continue to recommend evaluation of wind-related 
heat losses by employing average heat transfer coefficients based on 
the experiments of Jurges (1924), as quoted in [3] 

h=a+bVn (1) 

where V is the wind velocity. The constants a, b, and n are accorded 
one set of numerical values for velocities less than 16 ft/s and a second 
set of values for velocities between 16 and 100 ft/s. The experiments 
were performed for flow of room temperature air parallel to a heated 
vertical plate 1.64 feet square. 

Among the limitations of equation (1), two are especially relevant 
to solar collector applications. The first limitation of the equation is 
that it is based on parallel flow experiments, whereas the wind di
rection is, in general, not parallel to the collector. The second is the 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
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absence of any dependence on plate length, which is a contradiction 
of the well established fact that boundary layer heat transfer coeffi
cients are length dependent. For instance, for laminar boundary layer 
flow on a flat plate, the average heat transfer coefficients decrease with 
the square root of the length. In view of these inadequacies, it is dif
ficult to envision a rational basis for employing equation (1) for 
wind-related heat loss calculations. This realization served as the 
initial motivation for the present research. 

The experiments to be described here were conducted with a square 
plate situated in a low turbulence wind tunnel. As will be discussed 
later in more detail, the plate was mounted so that it could be inclined 
at any angle of attack relative to the oncoming flow and, in addition, 
it could be set at any angle of yaw. These angles are illustrated in Fig. 
1, where the left-hand diagram is a schematic side view and the 
right-hand diagram is a view looking down on the plate along the 
surface normal. The angles of attack and yaw are respectively desig
nated as a and <j>. The 20 deg beveling of the edges (to prevent 
blockage) will be illustrated later in more detail. 

The objective of the research was to determine average heat transfer 
coefficients as a function of the angles of attack and yaw, with the 
Reynolds number encompassing the full range provided by the wind 
tunnel. In view of the advantages to be discussed shortly, the exper
iments were performed for mass transfer rather than for heat transfer. 
However, with the aid of the well-established analogy between heat 
and mass transfer, the final results will be presented in terms of heat 
transfer parameters. 

The mass transfer experiments were carried out using the naph
thalene sublimation technique. With reasonable precautions, this 
technique provides a well-defined boundary condition on the transfer 
surface (the mass transfer boundary condition is analogous to uniform 
wall temperature in the corresponding heat transfer problem). Fur
thermore, it is virtually free of the extraneous edge losses of the type 
that are commonly encountered in heat transfer experiments. In 
addition, it facilitates highly accurate measurements of the rate of 
transfer. 

The selection of a square plate as the object of the experiments was 
based on two considerations. First, the boundary layer flow on a 
square plate is expected to be strongly three dimensional, thereby 
making it an interesting subject for fundamental research. Second, 
the majority of flat plate solar collectors presently in use (i.e., those 
used to provide hot water) are square. As will be discussed later, the 
flow field and the corresponding heat transfer results for rectangular 
plates are expected to differ from those for a square plate. 

A survey of the literature failed to identify any work directly related 
to the present research objectives. A paper by Drake [4] dealt with 
heat transfer on an inclined rectangular flat plate, but baffles were 
placed along the lateral edges to avoid three-dimensional effects. 
Sogin [5] measured the sublimation mass transfer from a circular disk 
oriented at a fixed angle (=90 deg) to an airflow. 

The Experiments 
Apparatus. For the experiments, the naphthalene plates were 

mounted in the test section of a low speed, low turbulence wind tunnel. 
The mounting arrangement is illustrated photographically in Fig. 2. 
In the photograph, the naphthalene plate is seen to be framed by a 
thin border. The border is the only visible part of a stainless steel 
cassette which houses the plate, the cassette being one of the elements 

of a mold in which the plate was cast. The back face of the cassette 
was fitted with a connector which enabled the cassette to be attached 
to a sting suspended from the ceiling of the test section. The connector 
was designed to permit the angle of attack to be set and fixed at any 
desired value. The angle of yaw was set by rotating the sting in its 
supports. These angles were measured by protractors (not shown in 
the photograph). 

The naphthalene plate and its frame constituted a square with a 
7.62 cm (3 in.) side. The frame width, 0.238 cm (%2 in.), was the nar
rowest border that could be machined without defacing the edge 
and/or the surface of the frame. The selection of the plate dimensions 
was made with a view to minimizing blockage of the 30.5 X 61 cm (1 
X 2 ft) cross section of the wind tunnel test section. The largest 
blockage occurs when the plate is positioned transverse to the flow, 
that is, when a = 90 deg. For this orientation, the blockage ratio was 
about 3 percent. As the angle of attack decreases, the blockage ratio 
diminishes in proportion to sin a. In light of the foregoing, blockage 
effects can be regarded as negligible. 

The naphthalene plates were cast in a specially designed mold 
which consisted of two parts—the cassette and a highly polished 
stainless steel base plate. A photographic view of the assembled mold 
is presented in Fig. 3. As shown there, the cassette is positioned face 
down on the base plate, thereby exposing its rear face to view. To fa
cilitate the casting process, two removable fixtures were implanted 
into the rear face. One of these is a funnel which enables the molten 
naphthalene to be poured into the mold cavity, and the second is a 
vent tube which permits air to escape from the cavity. 

The mold cavity can be seen in Fig. 4, which is a view of the front 
face of the cassette as it would appear prior to the casting process. The 
cavity was created by hollowing out the front face, with the machining 
being performed so as to leave a fairly rough surface which would 
enhance the adhesion of the solidifying naphthalene. To further en
hance adhesion, an array of crater-like drill holes was machined into 
the hollowed-out surface. 

The surface of the base plate was subjected to a succession of 
painstaking hand polishing and lapping operations. As a consequence, 
the naphthalene surface produced by contact with the base plate 
possessed a very high degree of smoothness such that no further 
machining was required. 

A new naphthalene plate was cast for each data run, and only fresh 
(unused) reagent grade naphthalene was used for each casting. All 
implements relating to the casting process were kept scrupulously 
clean and free from contaminants; lubricants were never used to fa
cilitate the separation of the two parts of the mold. To hasten the 
progress of the research, two cassettes were employed. 

From a further inspection of Fig. 3, it is seen that three of the four 
edges of the cassette were beveled. The beveling is also shown sche
matically in diagram (a) of Fig. 1, with the bevel angle indicated as 
20 deg relative to the plane of the plate. The reason for the beveling 
was to ensure that the oncoming flow would not be diverted by 
blockage and/or bluntness caused by surfaces of the cassette which 
do not participate in the mass transfer. 

Thermocouple lead wires can be seen in Figs. 2-4. These lead wires 
are associated with a pair of junctions buried in the naphthalene plate 
and positioned just beneath the exposed surface. One junction was 
situated about 1.3 cm (V2 in.) downstream of the leading edge of the 
plate and the second was at the point of geometric symmetry of the 

^Nomenclature. 

cp = specific heat at constant pressure 
D = diffusion coefficient 
h = average heat transfer coefficient 
; = ./-factor, equations (2a) and (2b) 
K = average mass transfer coefficient, 

equation (4) 
m = average rate of mass transfer per unit 

area 
Pr = Prandtl number 
Re = Reynolds number, U^S/v 
S = side of square 
Sc = Schmidt number 
St = Stanton number, equation (2a) 
U„ = free stream velocity 
a = angle of attack 

v = kinematic viscosity 
p = density 
Pnw = wall concentration of naphthalene 

vapor 
Pnc = free-stream concentration of naph

thalene vapor 
0 = angle of yaw 
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(a)

Fig. 1 illustrations of the angle 01 attack and the angle of yaw, diagrams (8 I
and (b I, respectively

Fig. 2 Naphthalene plate mounted In the test section of the wind tunnel

Fig. 3 Mold used for casting the naphthalene plates

surface. The thermocouples were made from 30-gage, teflon-covered
copper and constantan wire. The temperatures indicated by these
thermocouples never differed by more than about 0.03°e (0.05°F).
A similar thermocouple, positioned just downstream and above the
plate, was employed to measure the free stream temperature. All
thermocouples were individually calibrated. The thermocouple emfs
were measured and recorded by a digital millivoltmeter.

The velocity in the test section was measured by an L-shaped im
pact tube in conjunction with a wall static tap. The impact tube was
situated upstream of the naphthalene plate; it was retracted during
the mass transfer data acquisition period so that its wake would not
impinge on the test surface. The accuracy ofthe velocity data provided
by the impact tube-wall tap combination was validated in auxiliary
experiments by comparing the results with those from a Pitot tube

Journal of Heat Transfer

Fig. 4 Mold cavity

having integral static taps. The two sets of results generally agreed
to within 1 percent.

The amount of naphthalene sublimed during a data run was de
termined from measurements of the mass of the cassette (including
the naphthalene plate) before and after the run. The mass measure
ments were made with a sensitive balance having a capacity of 200 g
and a smallest scale reading of 0.1 mg. During a typical data run, about
180 mg of naphthalene was sublimed.

The wind tunnel used for the experiments was operated in the
open-circuit mode, with air being drawn from the laboratory room
and discharged outside the building. This mode was selected to ensure
that the air delivered to the test section would be free of naphthalene
vapor and would not be preheated by the fan of the wind tunnel. The
turbulence level in the test section had been previously measured to
be about 0.2 percent. The velocities available in the test section ranged
from about 4.5 to 24 mls (15 to 80 ft/s), and this entire range was
utilized in the experiments.

Experimental Procedure. The sublimation mass transfer is
driven by the difference in the concentrations of naphthalene vapor
at the plate surface and in the free stream. The latter was zero in the
present experiments, whereas the former is proportional to the vapor
pressure of the naphthalene. The vapor pressure is very sensitive to
the temperature of the surface and increases by about 10 percent per
°e in the temperature range of the experiments. Therefore, the at
tainment of a known, steady plate temperature was a major focus in
the conduct of the experiments.

Subsequent to the completion of the casting process, the mold,
tightly wrapped in plastic and with the naphthalene surface pressed
against the base plate, was placed in the laboratory room for a period
of about 6 hr in order to attain therrrfal equilibrium. During the latter
part of that period, the wind tunnel was activated and sufficient time
allowed for steady flow to be achieved. At that point, the cassette was
removed from its wrapping and its front face (i.e., the naphthalene
plate) was capped with a tight-fitting teflon cap. The thus-capped
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cassette was installed in the test section of the wind tunnel and al
lowed to remain there (~20 min) until thermal equilibrium, as sensed 
by the thermocouples in the naphthalene plate, was achieved. 

Next, the cassette was removed from the wind tunnel and weighed, 
and then immediately returned to the wind tunnel. At this point, the 
teflon cap was removed and a stop watch was activated, thus signaling 
the beginning of the data run. The duration of the run was selected 
so that sufficient mass would be sublimed to facilitate accurate 
weighing, but with the constraint that the surface of the plate not be 
significantly altered due to the mass transfer. These criteria were 
fulfilled by mass transfers on the order of 180 mg, with a corre
sponding recession of the naphthalene surface of about 0.0025 cm 
(0.001 in.). 

The run times ranged from 40 to 75 min corresponding to the range 
of plate Reynolds numbers from about 100,000 to 20,000. During each 
run, the temperatures were read at 2-min intervals. Timewise plate 
temperature variations of about 0.2°C (0.3-0.4°F) were encountered 
during a typical data run. The termination of a data run was marked 
by the capping of the naphthalene surface, removal of the cassette 
from the wind tunnel, and immediate weighing. 

Several operations had to be performed at the beginning/end of a 
data run (i.e., uncapping/capping, closing/opening of the wind tunnel 
access hatch, activation of the stop watch). Consequently, there was 
a slight ambiguity (~5-10 s) in the duration time of the run. To fully 
remove this ambiguity, each data run was followed by a procedure 
whereby all of the starting and ending operations of an actual run were 
performed, but without the 40-75 min period of surface sublimation. 
The mass transfer associated with the starting/ending operations was 
measured and subtracted from that of the data run. The typical cor
rection thus obtained was on the order of 1 mg, which is about 1/2 
percent of the 180 mg sublimed during the data run proper. 

Data Reduction 
With the view to obtaining a presentation of results that would be 

applicable both to heat transfer and to mass transfer, the so-called 
/-factor was employed. The;-factors for heat and mass transfer are 
respectively defined as 

;' = StPr2/3, St = h/pcpU, 

j = (K/f/„)Sc2/3 

(2a) 

(26) 

In equation (2a), St is the Stanton number, which is equal to Nu/ 
RePr. The heat transfer coefficient appearing in the Stanton number 
is defined in the conventional manner (heat transfer rate divided by 
surface area and by the wall-to-airstream temperature difference). 
The mass transfer coefficient K and the Schmidt number Sc which 
appear in the mass transfer /-factor will be elucidated shortly. 

According to the analogy between heat and mass transfer, the /-
factors for the two modes of transfer are equal. Furthermore, it has 
been found by experience that/-factor .results are usually correctable 
in the form / = CRe"~n, where n > 0. 

The evaluation of the /-factor of equation (26) using the experi
mental data will now be described. The amount of naphthalene AM 
sublimed during a data run was determined from mass measurements 
before and after the run (subject to the correction described at the 
end of the last section). Then, if r denotes the duration time of the run 
and A represents the face area of the naphthalene plate, the sur
face-average mass flux m follows as 

m = AM/AT (3) 

As noted earlier, the mass transfer is driven by the difference in the 
concentrations of naphthalene vapor at the plate surface and in the 
free stream. Correspondingly, the mass transfer coefficient may be 
defined as 

K ~ m/(pnw - p„„) (4) 

In the present experiments, pn™ is zero. To determine pnw, the 
naphthalene vapor pressure pnw corresponding to the measured wall 
temperature was evaluated by Sogin's equation (equation (3) of [5]). 

Then, pnw was calculated from the perfect gas law using the known 
values oipnw and Tw. 

The /-factor also involves the Schmidt number Sc = vlX), in which 
2) is the naphthalene-air mass diffusion coefficient. In view of the 
extremely small concentrations of naphthalene vapor, the kinematic 
viscosity was evaluated as that of pure air. For the diffusion coeffi
cient, Skelland's formula ([6], p. 51) relating the value of 3) at tem
perature T to that at zero °C was used. The latter was taken from the 
International Critical Tables. For all of the data runs, the calculated 
Schmidt numbers were within a fraction of a percent of the value of 
2.57. 

The Reynolds number was based on the free stream velocity [/„ 
and on the side S of the square plate. Inasmuch as the Reynolds 
number reflects the nature of the flow field over the entire plate (i.e., 
the frame as well as the naphthalene surface), S was taken as the 
outside dimension of the frame, that is, S = 7.62 cm (3 in.). Then, 

Re = XJ„Slv (5) 

Results and Discussion 
The parameters that were varied during the course of the experi

ments included the Reynolds number, the angle of attack (Fig. 1(a)), 
and the angle of yaw (Fig. 1(6)). The Reynolds number spanned the 
range between about 20,000 and 100,000. For the angle of attack, 
values of 90,65,45, and 25 deg were chosen. Smaller angles were ex
cluded with a view to avoiding interactions of the flow with the un
derside of the cassette. With regard to yaw, the symmetry of the 
square plate requires that only angles between zero and 45 deg be 
considered. Experiments were performed for angles of 0, 22.5, and 45 
deg. All told, 52 final data runs were made, and these were supple
mented by an almost equal number of validation and auxiliary runs. 
In general, the data were reproducible to within 1 or 2 percent. 

The/-factor results, evaluated as described in the preceding section, 
have been plotted in Figs. 5-7 as a function of the Reynolds number. 
The successive figures correspond to yaw angles of 0,22.5, and 45 deg. 
In each figure, the data for the various angles of attack are distin
guished by symbols listed at the upper right. The solid lines appearing 
in the figures represent least squares fits of the data. 

Inspection of the figures shows that as expected, the /-factor de
creases with increasing Reynolds number and, furthermore, that an 
inverse half-power dependence is an excellent representation of the 
data. Aside from this, all other findings in evidence in the figures have 
to be regarded with a certain degree of surprise and are, therefore, 
especially worthy of note. 

To identify these findings, attention may first be focused on one 
of the figures, for example, Fig. 5. From this figure, it is seen that the 
/-factor is quite insensitive to the angle of attack over the range in
vestigated. Specifically, aside from the 1-2 percent scatter of the data, 
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Fig. 5 Variation of the /-factor with Reynolds number, yaw angle = 0 deg 
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the /-factor varies (i.e., decreases) by only 5 percent as the angle of 
attack varies from 90 to 25 deg. This variation of the /-factor is very 
much less than would be expected on the basis of the wedge-flow so
lutions of conventional boundary layer theory (e.g., [7]). 

This same insensitivity to angle of attack is also in evidence in Figs. 
6 and 7 and, therefore, it applies to all of the yaw angles investi
gated. 

Next, consideration may be given to how the value of the /-factor 
responds to changes in the angle of yaw. By making comparisons 
among Figs. 5-7 and taking note of the coefficients of the fitted curves, 
it is seen that; varies by about 1 percent over the entire range of yaw 
angles. Thus, for practical purposes,/' can be taken to be independent 
of the angle of yaw. 

To make plausible the insensitivity of the results to the angles of 
attack and yaw, note must be taken of the strongly three dimensional 
nature of the flow. Furthermore, notions based on conventional 
boundary layer theory have to be set aside. In particular, conventional 
boundary layer theory imposes a two dimensional straitjacket on 
the flow, thereby ruling out motions directed toward the lateral edges 
of the plate. Also, the textbook image of a stagnation point flow is one 
in which the stagnation point is the foreward-most point on the sur
face. Neither of these notions is applicable to the present situation. 

An essential feature of the square-plate geometry studied here is 
that lateral motions may offer attractive escape routes as the flow 
seeks paths of least frictional resistance as it passes over the plate. 
Indeed, because the streamwise and lateral dimensions are of the same 
magnitude, the flow enjoys considerable freedom as it seeks to mini
mize its encounter with the friction forces associated with the plate 
surface. Thus, the streamline pattern can readily adjust to changes 
associated with variations of the angles of attack and yaw. One such 
change is the repositioning of the stagnation point, which is situated 
at the geometric center of the plate at 90 deg angle of attack and moves 
forward as the angle of attack decreases. The position of the stagna
tion point also responds to variations of the angle of yaw. 

It is believed that the flow's successful search for minimum fric
tional encounters gives rise to a mean length of flow path along the 
plate which is nearly independent of the angles of attack and yaw. The 
near constancy of such a mean flow path is consistent with the ob
served insensitivity of the /-factor to variations of the attack and yaw 
angles. 

This insensitivity is not expected to persist for plate shapes where 
the streamwise and lateral dimensions are of different magnitudes 
(e.g., rectangles). In such cases, the flow may not be able to optimize 
its response to imposed changes in orientation since certain directions 
of motion are made less attractive because they present paths of rel
atively high resistance. This expectation remains to be confirmed by 
experiment. 

Attention will now be turned to the correlation of the results. As 
seen in Figs. 5-7, the /-factors for the higher angles of attack tend to 

fall together, as do the / -factors for the lower angles of attack. These 
two groups of data have been fitted with separate least squares 
straight lines as shown in the respective figures. The two lines differ 
only by about 4 percent. In addition, all the data in a given figure were 
fitted by an equation of the form / = CRe"1/2. The resulting equation 
is shown at the lower right in each figure, from where it is seen that 
the respective values of constant C are 0.927, 0.935, and 0.938 for 
angles of yaw of 0, 22.5, and 45 deg. The variation of C is about 1 
percent. 

In view of the insensitivity of the results to the angles of attack and 
yaw, a single formula can be given which represents all the data to an 
accuracy of ±2V2 percent. The formula is 

' = 0.931R6-1/2 
(6) 

The simplicity and generality of this equation makes it a useful tool 
for design. 

From a survey of the literature, it was found that there is little 
available information with which the present results can be compared. 
The most relevant information stems from Sogin's experiments [5] 
on naphthalene sublimation from a circular disk oriented perpen
dicular to an oncoming airflow. It is appropriate to consider a com
parison of Sogin's /-factor results with those of the present investi
gation for 90 deg angle of attack. 

In this connection, there is some question as to how to rationalize 
the two Reynolds numbers inasmuch as one is based on the side of a 
square and the other is based on the diameter of a circle. For the 
comparison, it was decided to define an effective diameter of the 
square plate as that which preserves the cross-sectional area. This 
gives De/f = VA/TTS, in terms of which the correlation of the present 
data for 90 deg attack becomes 

j = lM(Reeff)-^ (7) 

Sogin's correlation has the same form as equation (7), except that the 
multiplicative constant is 1.08 rather than 1.01. This level of agree
ment is entirely satisfactory, especially in view of the rather tenuous 
rationalization of the two geometries. If the apparent 7 percent de
viation between the results were a real difference, it could easily be 
due to differences in free stream turbulence level. 

Concluding Remarks 
The present experiments have demonstrated the major role played 

by three dimensional effects in the flow over an inclined and yawed 
square plate. Inasmuch as the lateral and streamwise dimensions are 
of the same magnitude for a square plate, lateral motions readily 
occur. These lateral motions allow the flow considerable freedom to 
accommodate to changes in angle of attack and angle of yaw. It is 
believed that the freedom gives rise to a mean length of flow path 
along the plate surface which is nearly independent of the angles of 
attack and yaw. 
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As a consequence, the j -factor results were insensitive to these 
angles. This enables all the results of this investigation to be repre
sented by the remarkably simple formula j = 0.931 Re~1/2, with an 
accuracy of ±2V2 percent. 

It is interesting to return to the application that motivated the 
present research, namely, the heat transfer coefficient for wind-related 
heat losses from the upper cover plate of a solar collector. The absence 
of a logical basis for the currently standard computational equation 
(i.e., equation (1)) has already been discussed in the Introduction. 
Now, the errors associated with the use of that equation will be il
lustrated. 

For a wind velocity of 3.05 m/s (10 ft/s), the standard equation gives 
a heat transfer coefficient of about 17.5 W/m2 °C (3.1 Btu/hr-ft2 °F), 
independent of the size of the collector plate. With this same wind 
velocity as input, the present correlation, equation (6), yields a heat 
transfer coefficient of 8.7 W/m2 °C (1.5 Btu/hr-ft2 °F) for a 1.22 m 
(4 ft) square collector plate. For a 2.44 m (8 ft) square plate, equation 
(6) predicts a heat transfer coefficient of 6.15 W/m2 °C (1.1 Btu/hr-ft2 

°F). 
The foregoing example demonstrates that the use of the currently 

standard computational equation leads to a substantial overestima-
tion of the wind-related heat losses from the collector plate. 
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A d d e n d u m 

This addendum was inserted just prior to publication of this 
issue. 

It was recently discovered, as preparations were being made to 
study rectangular plates, that the method for setting nonzero angles 
of yaw was not yielding the desired angles: A new procedure has been 
devised, and new experiments at nonzero'yaw angles have been carried 
out. It was found that the average deviation of the new data from the 
corresponding values of the data reported in the paper is 2.7 percent. 
Therefore, both the qualitative and quantitative findings presented 
in the paper continue to apply. 
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Transient forced convective heat transfer from a laminar boundary layer flow over a flat 
plate with appreciable thermal capacity and resistance is studied analytically. In the 
analysis, the flow is assumed to be steady and incompressible and the solid plate is 
subjected to a uniform step heat input at the lower surface. The integral method is uti
lized to reduce systems of nonlinear partial differential equations to a single integro-dif-
ferential equation in terms of interfacial temperature which is then solved with the aid 
of finite difference technique. Numerical results for the fluid-solid interface temperature, 
heat transfer coefficient, and temperature distributions within the fluid and solid are pre
sented. Some limiting solutions are found to agree well with the results of the previous 
theoretical analyses. 

Introduction 

Transient forced convective heat transfer has received considerable 
attention in modern technology. The subject is of importance in the 
study of time-varying systems which have been widely applied in the 
areas of nuclear reaction, automatic control, space flight, and the 
transport processes involving chemical reaction. 

Most of the earlier studies in this field were based on the assump
tion that the temperature or heat flux at the fluid-solid interface is 
prescribed [ l - l l ] . 2 Consequently, the transfer coefficient could be 
solved by considering transport in the fluid side only. In general, the 
interfacial temperature or heat flux is not known a priori, but is a 
function of the transport within both the fluid and the solid. 

In steady-state laminar convective heat transfer, the capacitance 
of the solid is not important. For such cases, the thermal resistance 
of the wall along the axial direction may affect the transport inside 
the fluid. Problems of this type have been solved by Sakakibara and 
other investigators [12-16] by coupling the steady state energy 
equation for the fluid with the conduction equation for the solid 
wall. 

On the other hand, the capacitance of the solid wall is significant 
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Tamkang College of Arts and Science, Tamsui, Taiwan, China. 
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June 30,1976. 

under unsteady conditions. Siegel [17] solved the problem of unsteady 
heat transfer through a channel with a uniform velocity profile by 
including the effect of the solid wall capacity but excluding the wall 
resistance. Adams and Gebhart [18] considered thermally unsteady 
laminar boundary layer flow over a flat plate with appreciable thermal 
capacitance but without resistance. They obtained the surface tem
perature using the quasi-steady assumption. Chambre [19] studied 
the transient heat transfer of laminar slug flow over a flat plate of 
appreciable thermal capacity with zero thermal resistance and a time 
dependent heat source. Sucec [20] studied the influence of the wall 
capacity on transient heat convection for slug flow over a plate. The 
plate was assumed to have a lumped temperature (i.e., ks -» °°) in the 
transverse direction. The effect of the wall thermal capacity in tur
bulent unsteady heat transfer processes has also been studied [21, 
22]. 

Conjugated unsteady heat transfer problems for external laminar 
boundary layer flow and internal laminar slug flow have been theo
retically studied by several investigators [23-25]. These analyses are 
of interest from a purely mathematical point of view. However, no 
numerical results for either fluid or tube wall temperature distribution 
were presented. Hence, these studies provide limited physical insight 
into this type of problem. 

In the present paper, transient forced convection heat transfer for 
laminar incompressible boundary layer flow over a flat plate is ana
lyzed. A constant heat flux is imposed at the bottom of the plate. Ef
fects of both thermal capacitance and resistance of the plate are in
cluded in the present analysis. Furthermore, the cases with uniform, 
linear, and third-order velocity profiles within the boundary layer are 
considered. The integral method is utilized to reduce the system of 
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Fig. 1 Schematic model of heat transfer from a flat plate to steady laminar 
boundary layer flow 

nonlinear differential equations to a single integro-differential 
equation in terms of the interfacial temperature which is then solved 
with the aid of a finite difference technique. 

Analys i s 
The thermally unsteady system to be considered is two dimensional, 

steady, laminar, incompressible flow passing over a flat plate of finite 
thickness, w. The physical model is schematically shown in Fig. 1. It 
is assumed that: (1) the axial conduction inside both fluid and solid 
plate are negligible, (2) the thermal properties in both fluid and solid 
are constant, (3) viscous dissipation in the fluid is negligible, and (4) 
the plate is insulated at the end of the leading edge. Both fluid and 
solid plate are initially at the same temperature, T„. At an instant 
(time t = 0), the bottom of the plate is suddenly subjected to a uniform 
heat flux, qw. 

Before the heat penetrates to the fluid-solid interface (i.e., t < t0) I 
the fluid temperature remains unchanged and the thermal transport-
is analogous to unsteady heat transfer in a semi-infinite solid. The-
equations that describe the thermal conditions of the system may be 
written as 

T=T„ 0 < y < (D< 
for the fluid, and 

d2Ts _ 1 dTs 

~dy~2 
^1 o 
dt 

T = T 
± S x c° 

y h 

< (y + w) < w, 

a t t = 0 

a t y = —w 

t > 0 (2) 

(3) 

(4) 

for the solid plate. 
After the thermal wave reaches the fluid-solid interface (i.e., second j 

time domain, t > to), the governing equations become 

du dv 
— + — = o 
dx dy 

du du d2u 
u \- v — = v—-

dx dy dy2 

dT dT 
— + u — 
dti dx 

u = v = 0 

u=U«, 

u=U„ 

dT d2T 
•ft) — = a 

dy dy2 

aty = 0 

a s y —• <*> 

a t * = 0 

T=T„ at t2 = 0 or i = t0 

T=T„ 

T=T„ 

for the fluid, 

d2Ts _ 1 dTs 

dy2 as <9t2 

asy —• oo 

at x = 0 

-w < y < 0, t2 > 0 

Ta = Ts0 at t2 = 0 or t = t0 

dTJL=_qw 

dy ks 

for the solid, and 

at y = —w 

(5) 

(6) 

(7) 

(8a) 

(8b) 

(8c) 

(9a) 

(96) 

(9c) 

(10) 

(Ha) 

(life) 

- N o m e n c l a t u r e -

Cp = specific heat of fluid 
Cps = specific heat of solid plate , 
h = local heat transfer coefficient 
k = conductivity of fluid 
ks = conductivity of solid plate 
K = conductivity ratio (dimensionless) = 

k/ks 

Nu„, = Nusselt number = hw/k 
Nus t = Nusselt number under the steady 

state 
P = dimensionless temperature of the fluid 

= (T-Ta)k/qrw 
Ps = dimensionless temperature of the solid 

plate = (Ts - T«,)k/qrw 
Po = dimensionless temperature at the 

fluid-solid interface = (To — Ta)k/qrw 
Pr = Prandtl number = via 
qw = constant heat input at the bottom of the 

plate 
qr = reference heat flux 

R 
•• dimensionless heat input = qwlqr 

•• thermal diffusivity ratio = asla 
RQ = PsCpsl(pCp) 
Re = Reynolds number = iwU^lv 
T = temperature of the fluid 
Ts = temperature of the solid plate 
T0 - fluid-solid interfacial temperature 
T» = initial temperature or temperature 

outside the thermal boundary layer 
t = process time 
to = process time at which the second time 

domain begins 
U„ = potential flow velocity 
U = dimensionless velocity = u/[/«, 
t/o = uo/Un(=l for the present calcula

tion) 
u = flow velocity in x -direction 
v = flow velocity in y-direction 
w = thickness of plate 
x = distance from the leading edge in flow 

direction 

X = dimensionless distance = 4(x/ti>)/RePr 
y = vertical distance from the interface of 

fluid and plate 
Y = dimensionless distance = y/w 
a = thermal diffusivity of the fluid 
as = thermal diffusivity of the solid plate 
p = density of the fluid 
ps = density of the solid plate 
6i = momentum boundary layer thickness 
5 = 6-Jw 
Ai = thermal boundary layer thickness 
A = A i / t f 
T = dimensionless process time = at/w2 

TI = dimensionless process time in first do
main 

T2 = dimensionless process time in second 
domain 

TO = dimensionless time at which the second 
time domain begins = ato/w2 
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T=TS = 

dT 
k — = 

dy 

T, 

= &S 

the fluid-solid interface, 

)(*, t2) 

d]\ 

dy 

where t0 

aty = 0 

aty = 0 

is the time 

(12) 

(13) 

required for the 
thermal wave to reach the interface and Ts0 is the temperature profile 
within the solid at t = t0. 

Applying the penetration model and assuming a second-order 
temperature profile in the solid, we obtain the temperature distri
bution of the solid in the time interval 0 < t < to of the form 

" 2ks (6a s t ) 1 / 2 

The penetration time is given by to = w2/6as, or 

T„ + 
Qw y* 

att ' 'to' — (14) 
2ks w 

which yields the temperature variation at the bottom of the plate of 
the form 

T„ + 
3\i/z 

(i) (qjk) VaTt 

It should be pointed out that the exact solution for Ts \ , of the 
semi-infinite solid is T„ + (4Ar)1/2 (qwlk) v ^ t . However, our pri
mary objective is not to determine the temperature history at the 
bottom of the surface during the first time domain but to determine 
the fluid-solid interface temperature in the second time domain. 

Integrating equation (10) with respect to y from —w to 0, and 
equation (7) from 0 to the edge of the thermal boundary layer, A, and 
using the continuity equation, we obtain the dimensionless integral 
equations of the form 

KQ + 

072 JO 

d3.\ 
BY |y-o 

d PdY+-
dXJo I 

Rdr2 £ P,dY 

dP I 
UPdY= 

ay ly-o 

(15) 

(16) 

where X = <l{x/w)J(Re Pr) and Y = y/w. The associated dimensionless 
initial and boundary conditions are 

•QKY2 at r2 = 0 or r = 7-0 

dY 
= -KQ at Y = - 1 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

Solutions to these equations are now obtained for both slug flow 
and general laminar boundary layer flow by the use of second-order 
approximations for P s and P to satisfy the boundary conditions given 
by equations (18) and (20)-(23). 

P = 0 

P = 0 

dP 
— = 0 
ay 

= Ps = P0{X, 72 

dY dY 

at 72 = 0 

a t y = A 

a t y = A 

a ty = o 

aty = o 

-Po- • 2 K ^ y 
A 

P-P, 

\ 2 
Y\2 

g P o \ 
A / 

y2 

'•(•4) 

(24) 

(25) 

A higher order profile can be used which may improve the result 
slightly but add more complexity in algebraic manipulations. 

Slug Flow Model. In this case, the fluid velocity is assumed 
constant throughout the entire thermal boundary layer; i.e., 

u = Uo = constant (26) 

Substituting equation (25) into (16) and using equations (19)-(23), 
we obtain 

f(PoA) + f / o ^ ( P o A ) = ^ 
072 "X A 

(27) 

Similarly, the substitution of equation (24) into (15) and the use of 
equations (17), (18), (22), and (23) yields 

o72 V A / 2K o72 A 2 
(28) 

We now have two equations, equations (27) and (28), and two un
knowns, Po and A. To eliminate A, we first integrate equation (28) and 
obtain 

^ = f [1 - exp (-3*72)] - g + ~ exp (-afir*) 
A 2 2K 2K 

CT2Po(X,Oexp(3ROdt; (29) 
»/o 

Coupling equation (29) with equation (27) leads to an expression for 
the interfacial temperature, Po (X.ri) in terms of single dependent 
variable 

i2G 

\Po 2K/ 072 ' Po 2KI dX 

exp(-3i?72) f 
Jo 

072 

9f/oP 

2K 

ndPo(X,Q . 
exp (3.R£) d£ dX 

-3RG+-RQ+ — 
2 * Po2 

(30) 

where 

3P0 . 9R 
G = ̂  [1 - exp ( - 3 R T 2 ) ] - — + — e x p (-372fl) 

X Po (X, f) exp (3R0 d£ (31) 
o/O 

This nonlinear integro-differential equation is solved by utilizing 
a finite difference technique. The finite difference representation of 
equation (30) may be written as, after algebraic rearrangement: 

L2KA72 2K/AX AK VAX/ J 

1 2 S 2 (In 

— G (i,j + l) - — — Pod +U) + —zG(i + 1J + l ) 
A 72 2KAT2 AX 

T f0.8 ^ 
J 

SLUG FLOW MODEL., K=0,1 

SLUG FLOW MODEL, K=1.0 

GENERAL B.L. FLOW, K'O.h PR=1.0 

GENERAL B.L. FLOW, K-1.0, PR=1,0 

11=0.t \ 

SIEGEL'S WORK (17) SLUG FLOW 

MODEL WITH K=0 

-n=o,L 

0,6 1,0 

Fig 2 Fluid-solid Interfacial temperature under transient conditions 
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Fig. 3 Fluid-solid interfacial temperature history based on slug flow 
model 

3t/o 
2XAX 

P0(i,j +^~9-~ (•—) exp l-SRU + DAr2] 

+ 1, 0) - Po(t,0)] + L [P0(i + 1, m) - P0{i, m)] 

1 
X exp (3flmAr2) - - P 0 (i, j + 1) exp \3R(j + 1)AT 2 | 

+ 3RG (i + IJ + 1) --RQ\ P0
2(i + 1, j + 1) 

[ 2 2/7 

— G(i +1J + 1) p0(i + i, j) - — 2 G (j + 1, j + 1) 
AT2 AX 

X P 0 (i, j + 1) 1 P 0 (j + 1,;' + 1) - 6G3(( + 1,j + 1) = 0 (30a) 

where 

G(i+l,j+l) 

3 

- | l - e x p [ - 3 f l ( / + l)Ai-2]) 

9R 
2RP0{i + 1, j + 1) + — exp [-3R0' + 1)AT 2] 

[i* (i + 1, 0) + £ P 0 (i + 1, m) exp (3PTOAT 2 ) 

+ -P0 (i + l,j + 1) exp (3fl (/' + 1) Ar2} j(Ar2) (31a) 

The index i represents space increment and j time increment. 
Equation (30a) is a third-order algebraic equation in terms of the 
unknown Po(i + 1, j + 1) which is solved 'by Newton-Rhaphson 
method. Similar to the marching technique, the interfacial temper
atures are computed starting from the leading edge of the plate and 
working toward downstream. 

General Boundary Layer Flow. The slug flow assumption is 
not adequate for fluids with high or moderate Prandtl numbers or for 
very small time. Riley [7] pointed out that at very small time, the 
thermal boundary layer is very much thinner than the velocity 
boundary layer and hence the convection is affected by the velocity 
components regardless of Prandtl numbers. In order to obtain a so
lution which is applicable to liquids or gases, more realistic linear or 
cubic velocity profiles are assumed of the form 

3A /y\ B / y \ 3 

LL 2 W 2 \ « i / 
(32) 

where A = B = 1 for moderate Prandtl numbers, and A = 1.1067, B 
= 0 for high Prandtl numbers. The constant of A = 1.1067 is obtained 
on the basis of the exact Blasius solution for the linear velocity profile 

within the wall region. The steady-state hydrodynamic boundary layer 
thickness, Si, is obtained from the solution of the integral form of 
equations (5), (6), and (8) and is expressed by 

V£ 
or in dimensionless form 

where C = 5 V P r 

U„ 

CVX 

(33) 

(34) 

Following the same procedures as presented in the case of slug flow, 
the following expression for the interfacial temperature PO(X,T2) is 
obtained: 

3A . 3A 

8CVX 
Pr? Gs + Po 3 G 2 

BGPQ* B P Q 6 \ <9Pp 9 f l / 

' 24C3X3/2 20CWXVV dX + 2K\ 

ndP0(X,j) 

dX 

O 
P.G3P0

2 

30C3X3/2 •) exp (-3P.r2) 'J 

I6CX3 /2 2 

WKVX 

-AP0
bG2 

4CVX 

exp (3ft£) d£ 

BGPp5 

' 80C3X5/2 (35) 

where G is defined by equation (31). The finite difference represen
tation of equation (35) reduces to a sixth-order polynomial equation 
in terms of unknown Po(i + 1, j + 1) which is then solved using stan
dard numerical technique. 

Once the surface temperature is obtained, the local unsteady 
transfer coefficient can be calculated by 

-k-
dy \y=o 

Nuu 
hw 

API 

dY IY-O 2G 

Po 

(36) 

(37) 

at any given instant. The transient temperature profile inside both 
solid and fluid also can be obtained from equations (24) and (25). 

The accuracy of the numerical solutions depends on the choice of 
the mesh sizes, AT, and AX. A finer mesh is required in the vicinity 
of the leading edge, whereas a large axial space increment is used 
downstream. In the present analysis, AX varies from 10~4 near X = 
0 to 10_ 1 for X > 0.1. The time increment, AT, is chosen from 10~4 to ' 
0.05. With the mesh sizes given, the convergence of the solution is 
found to be satisfactory. Details of numerical solutions for the inter
face temperature and temperature distribution in both fluid and solid 
and the associated computer programs are available in reference 
[26]. 

Results and Discussion 
Interfacial Temperature. The determination of fluid-solid 

interface temperature at the initial stage of the heat transfer process 
is a purely heat conduction problem. This conduction solution is in
dependent of axial direction and flow condition. At infinite time the 
interface temperature becomes a function of X only for slug flow or 
a function of X and Pr only for the laminar boundary layer flow. The 
present analysis aims to bridge the gap between the conduction and 
the steady solutions. 

Fig. 2-4 show the predictions for the local interfacial temperature 
under transient conditions for both the slug flow and the boundary 
layer flow. The thermal capacity ratio between the wall and the fluid 
is arbitrarily chosen to be 0.5 and 2.0. The dimensionless heat flux is 
set equal to unity (i.e., gr = qw). As can be seen from the figures, when 
the capacity ratio is fixed, for higher values of the conductivity ratio, 
K, corresponding to higher thermal resistances of the solid plate, the 
interfacial temperature is lower at any specific location and time. 
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Fig, 5 Local Nusselt number for slug flow 

When K is very small, the computed wall temperatures for the case 
of slug flow agree very well with the theoretical predictions by Siegel 
[17], which were developed for the case of zero thermal resistance 
within the wall. It should be pointed out that the comparison of 
present results with those of reference [17] should be properly qual
ified in respect to the difference of the parallel plate problem and the 
boundary layer problem, as long as the slug flow model is employed. 
The effect of the thermal capacitance of the solid tends to decrease 
the interfacial temperature under transient conditions. For higher 
capacitance, the process takes more time to reach steady state. This 
agrees with the previous findings presented in references [17, 19, 
20]. 

Numerical computations reveal that the interfacial temperature 
for the boundary layer flow is higher than that of slug flow for small 
values X. This occurs because the convective effect in the slug flow 
model is higher [i.e., U^{dT/dx) > u{dT/dx)], which results in more 
heat transfer from the wall to the fluid and reduces the surface tem

peratures. Since the temperature gradient along the flow direction, 
dT/dx, decreases as x increases, the contribution of u(dT/dx) de
creases with increasing x. Therefore, as expected, the interfacial 
temperatures based on both slug flow model and general boundary 
layer flow become identical for large values of x. 

Temperature Profiles. Temperature profiles in both the fluid 
and the solid regions can be easily obtained from equations (24) and 
(25), once the interface temperature or the thermal boundary layer 
is available. It is found that the thermal resistance of the solid plate 
tends to decrease the interfacial temperature and the fluid temper
ature, but to increase the temperature at the bottom of the plate. The 
temperature gradient in the plate increases significantly when the 
thermal resistance of the solid is increased. 

As T2 —• °° (i.e., steady state), the temperature profile inside the 
solid becomes linear. This is due to the assumption that the heat 
conduction along the axial direction is neglected. 

Local Heat Transfer Coefficient or Nusselt Number. The 
predictions for local Nusselt number for the slug flow situation are 
illustrated in Fig. 5. At any given location x and conductivity ratio K, 
the transient Nusselt number decreases with the increase of the 
thermal capacity of the solid plate. For a fixed value of capacity ratio, 
an increase in the thermal resistance in the plate will increase the 
Nusselt number under transient conditions. This is partially due to 
the low interfacial temperature caused by the high resistance in the 
plate. 

It is found that for very large values of time, the local Nusselt 
number is not affected by the capacity ratio. Furthermore, the effect 
of the conductivity ratio on Nusselt number disappears under the 
steady-state condition. This phenomenon also can be explained 
mathematically from the limiting solution for the slug flow situation, 

l i m P0 •• 

Km Num 

3X 

2 £ / o _ 

v^0 
6 X 

(38) 

(39) 

Note that the conductivity of the solid, ks, does not appear in the given 
expressions at steady state. This result can be attributed to the fact 
that the axial conduction along the plate is neglected. Under steady 
state, the net heat flux at the interface is identical to the heat input 
at the bottom of the plate when the axial conduction is negligibly small 
[i.e., —k (dT/dy)\y=o - —ks{dTs/dy)\y=o = Qw\- With a constant heat 
flux at the surface, the local heat transfer coefficient is no longer de
pendent upon the conductivity of the plate. The Nusselt number at 
steady state is thus independent of the conductivity ratio K. However, 
if the axial conduction were included, as in reference [12], the 
steady-state temperature profile inside the solid would not be lin
ear. 

Predictions for the local Nusselt number for general boundary layer 
flow are shown by Fig. 6 for the case of RQ = 2 and Q = 1. The results 
follow the same trends as those for the slug flow. By comparing Fig. 
5 with Fig. 6, it is found that the Nusselt number for general boundary 
layer flow is lower than those obtained for slug flow at small values 
of X. This difference becomes smaller as X increases. Again, this is 
caused by the convective effect as explained before for the interfacial 
temperature. 

It is of interest to note that a dip always exists in the transient local 
Nusselt number in Figs. 5 and 6. A similar situation has been found 
by other authors [19, 21,27] for the mean transfer coefficient without 
wall resistance. During the early time before the influence of con
vection (i.e., u{dT/dX)) reaches a specific location, the heat transfer 
to the fluid at this location is totally due to conduction. At this stage, 
both the temperature and the heat flux at the interface increase with 
increasing time. However, the thermal capacity in the plate stores 
some of the energy and therefore causes a lower rate of increase in the 
net heat flux than the rate of increase of the interfacial temperature. 
Consequently, the Nusselt number decreases at the early times. Later, 
when the influence of the convective term, u(dT/dx), has reached the 
specific location, the cooling effect oiu(dT/dx) brings about an in-
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crease in the rate of change of the interfacial temperature. This tends 
to increase the local Nusselt number. Consequently, a minimum value 
exists in the Nusselt number at any axial location. As shown in the 
figures, when X increases, more time is required to reach the mini
mum point. This is obviously true, since more time is required for the 
convective wave to reach locations further downstream. When the 
thermal resistance of the wall becomes very large, the dip diminishes 
because the large thermal resistance of the wall slows down the in
crease rate of the interfacial temperature at early times (see Figs. 3 
and 4). Consequently, the Nusselt number is greater at the early times 
and the minimum point due to the recovery of the convection is not 
so obvious. When time is very large, the capacitance becomes insig
nificant and the Nusselt number reaches its steady state value as 
shown in Figs. 5 and 6. For large value of wall capacity, the dip of 
Nusselt number is more pronounced, and .more time is required to 
reach steady state. 

The numerical examples presented here are restricted to the case 
of a step input of uniform heat flux at the bottom of the plate. To treat 
a more general case for arbitrary time variant heat flux, Duhamel's 
superposition integral method can be employed. This requires addi
tional integrations. The computations would entail a numerical so
lution for the particular problem at hand. 

It is of interest to examine the limiting condition of zero wall ca
pacitance {Cps = 0) and infinite wall conductance {Ks —» °>) of the 
present solutions and to compare with the existing solutions in the 
literature. Adams and Gebhart [18] employed the integral method 
and the method of characteristic (with numerical integrations even
tually) to solve the problem of transient heat convection from a flat 
plate of zero capacity subjected to a step energy input. Results for 
various choices of velocity profile showed an agreement of tempera
ture within 10 percent up to 80 percent of the total temperature re
sponse. The same problem with the inclusion of dissipation effect has 
been solved by Chao and Cheema [6] using an analytical method in
volving Laplace transform and power series. Results for wall flux 
transients were presented graphically over a wide range of Prandlt 
number. Fig. 7 shows a comparison of Nusselt number ratio, Nu/Nusf 

at Pr = 0.72 for various models. Both curves 1 and 2 were computed 
based on equation (32), while curve 3 was based on the following 
third-order profile suggested by Eckert and Drake [28] 

£ - 1.63 ( £ ) - 0.645 (ff (40) 

As can be seen, all solutions agree reasonably well with each other. 

8.0 

Fig. 6 Local Nusselt number for laminar boundary layer flows with various 
Prandtl numbers 
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Fig. 7 Comparison of unsteady Nusselt number based on various analysis 
for zero wall resistance and capacity 

However, the integral method yields a shorter time at which the steady 
state is attained. The discrepancy in numerical values between curves 
1 and 2 is attributed to the different techniques involved in the so
lution of the boundary layer thickness.3 

Conclusion 
Transient forced convective transfer from a flat plate to a laminar 

boundary layer flow has been analyzed. The effects of thermal ca
pacity and resistance of the solid plate have been included in the 
analysis. Typical results of fluid-solid interfacial temperature, Nusselt 
number, and temperature profiles have been presented for both slug . 
flow and general boundary layer flow. 

It is found that the wall capacity tends to decrease the surface 
temperature and Nusselt number at transient stage. The capacity 
effect becomes insignificant when the steady state is reached. The 
thermal resistance of the wall tends to decrease the interfacial tem
perature and increase the Nusselt number under transient conditions. 
The combined effects of the wall capacity and convection cause a dip 
in the history of the Nusselt number. The dip diminishes when the 
thermal resistance of the wall becomes very large. It is also found that 
the effect of wall resistance on the interface temperature of the slug 
flow is negligibly small as K < 0.1. In general, the slug flow model 
predicts a higher Nusselt number and lower interfacial temperature 
than that of the general boundary layer flow model. 

In the present analysis, the integral method is utilized to reduce 
the complicated system of equations to a first-order intergro-differ-
ential equation. Although the final results are still evaluated with a 
digital computer, the complexity of the numerical computation has 
been greatly reduced, as compared to the direct numerical solution 
of equations (5)-(13). 
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Analwsis of Melting in the Presence 
of Natural Confection in the Melt 
Region 

An analysis of multidimensional melting is performed which takes account of natural 
convection induced by temperature differences in the liquid melt. Consideration is given 
to the melt region created by a heated vertical tube embedded in a solid which is at its fu
sion temperature. Solutions were obtained by an implicit finite-difference scheme tai
lored to take account of the movement of the liquid-solid interface as melting progresses. 
The results differed decisively from those corresponding to a conventional pure-conduc
tion model of the melting problem. The calculated heat transfer rate at the tube wall de
creased at early times and attained a minimum, then increased and achieved a maximum, 
and subsequently decreased. This is in contrast to the pure conduction solution whereby 
the heat transfer rate decreases monotonically with time. The thickness of the melt region 
was found to vary along the length of the tube, with the greatest thickness near the top. 
This contrasts with the uniform thickness predicted by the conduction solution. These 
findings indicate that natural convection effects, although unaccounted for in most phase 
change analyses, are of importance and have to be considered. 

Introduction 

Melting and freezing processes are encountered in a wide range of 
technologies, encompassing such diverse applications as casting of 
metals and glass, freeze drying of foodstuffs, and storage of thermal 
energy. The number and diversity of melting/freezing applications 
has motivated an extensive literature. As will be discussed shortly, 
an examination of this literature shows that, in the main, solid/liquid 
phase change problems are analyzed as heat conduction problems. 
Conduction can be accepted as the sole transport mechanism in sit
uations where the temperature of the liquid is uniform and equal to 
the fusion temperature.1 However, when the temperature of the liquid 
is nonuniform, consideration has to be given to the possible role of 
natural convection. 

The presence of temperature variations in the liquid will, in most 
cases, activate natural convection motions. Under these conditions, 
the heat conduction problem in the solid has to be solved simulta
neously with the natural convection flow and heat transfer problem 
in the liquid. Historically, the possible existence of natural convection 
in the liquid phase has largely gone unnoticed in the heat transfer 

1 Excluding situations where radiative transfer is involved. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
June 27,1977. 

literature. Therefore, many of the available conduction-based phase 
change solutions do not fully reflect physical reality. 

The accounting of natural convection exposes differences between 
freezing and melting problems whose conduction-based solutions are 
interchangeable. In this connection, attention may be directed to the 
counterpart problems of freezing a liquid which is at its fusion tem
perature and of melting a solid that is also at the fusion temperature. 
In the freezing problem, the temperature of the unfrozen liquid re
mains at the fusion value, thereby precluding the possibility of natural 
convection. On the other hand, the liquid produced in the melting 
problem is necessarily nonuniform in temperature, so that natural 
convection motions may occur. Since the most commonly analyzed 
melting/freezing problems encompass media that are initially at the 
fusion temperature, it is worthy of note that the solutions of the 
melting and freezing problems are not interchangeable due to natural 
convection. 

It is also relevant to note that there are some instances where the 
presence of temperature variations in the liquid does not lead to 
natural convection motions. One such instance is stable stratification, 
wherein liquid of lesser density is situated above liquid of greater 
density. Even when heavier fluid is situated above lighter fluid, nat
ural convection does not occur until an instability threshold is reached. 
In many phase change problems, natural convection is relegated to 
an ineffectual role due to the high resistance offered to fluid motion 
by passages of small dimensions. For instance, such effects are oper
ative in low-permeability fibrous or granular materials. 

The foregoing general discussion of the role of natural convection 
in solid/liquid phase change problems is intended to set the stage for 
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the analysis and the results to be presented in this paper. The moti
vating application for the study is the storage of thermal energy by 
the melting of a salt. Qualitative laboratory experiments performed 
in connection with the storage work revealed a decisive influence of 
natural convection. In view of those findings, it appeared mandatory 
to take account of natural convection in the analysis and solution of 
the melting problem, and that dictum was followed here. 

The physical situation that was analyzed is pictured schematically 
in Fig. 1. A vertical tube of height H and outer radius r0 is embedded 
in a solid which is at its fusion temperature Tsat. Initially, no liquid 
is present, and the solid and the tube are in direct contact. At time t 
= 0, the temperature of the outer surface of the tube is raised to a value 
Tw > Tsat and melting begins. Although conduction plays a dominant 
role at early times when the tube is surrounded by a thin melt layer, 
natural convection ultimately takes over. As a consequence, the in
terface between the solid and liquid is not vertical (in contrast with 
the vertical interface for pure conduction), but is sloped as indicated 
schematically in the figure. Under the influence of buoyancy, there 
is a recirculating flow within the liquid with an upflow along the 
heated tube and a downflow along the interface. 

The analysis and solutions were aimed at two general objectives. 
One was to obtain information such as heat transfer coefficients and 
interface positions that are applicable to design. The second was to 
determine streamline patterns and temperature distributions in order 
to obtain insights into the flow and energy transport processes. 

As formulated, the analysis involves the two spatial coordinates 
r, z as well as the time t. The complexity of the two-dimensional un
steady flow and heat transfer problem calls for the use of a numerical 
solution procedure. The main parameters that were varied for the 
solutions were the Rayleigh number and the length-to-radius ratio 
of the tube. The effects of two other parameters, the Stefan number 
and the Prandtl number, were also examined. 

Attention will now be turned to previously published work dealing 
with problems of melting and freezing. In the heat transfer literature, 
it has been standard to analyze such problems by assuming that 
conduction is the sole transport mechanism, and the same approach 
has been followed in the applied mathematics literature. The effects 
of natural convection have been taken into account in a few papers. 
In [l],2 natural convection was included in an analysis of the steady 
state phase change problem associated with continuous casting. 
Natural convection effects have been investigated in the problem of 
freezing or melting of water in horizontal layers, and a survey of this 
work is available in [2]. Experiments on the melting of a sphere of ice 
situated in a container of liquid water are described in [3]. 

In contrast to the foregoing, there appears to be a greater awareness 
in other literatures, particularly metallurgy, of the role of natural 
convection in phase change problems. This awareness was exhibited 
in [4] in connection with a one-dimensional analysis of freezing in a 
vertical slot. However, since the relevant energy equation does not 

'• Numbers in brackets designate References at end of paper. 

Fig. 1 Schematic diagram of the melting problem 

contain velocity terms, the heat transfer processes are not affected 
by buoyancy, and conduction remains as the sole transport mecha
nism. In [5] and [6], the freezing or melting of metals and alloys was 
analyzed by solving the one-dimensional heat conduction equation 
for the solid; the heat transfer processes in the liquid were accounted 
for via empirical natural convection heat transfer coefficients. Ex
periments intended to clarify the interaction of natural convection 
and phase change in one-dimensional geometries are reported in [7] 
and [8]. 

It thus appears that unsteady, multidimensional coupled natural 
convection and melting has not yet been analyzed from first principles 
in the published literature. In particular, the complex recirculating 
natural convection flows which can occur in the liquid region have not 
been analytically investigated, nor have their heat transfer ramifi
cations. 

T h e A n a l y s i s 
The starting point of the analysis is the conservation equations for 

axisymmetric, unsteady flow and heat transfer in the melt layer. The 
first task in specializing these equations is the formulation of the 
buoyancy term via the vertical pressure gradient and body force that 
appear in the z -momentum equation, that is 

-dp/dz - pg (1) 

The density appearing in the foregoing expression can be related to 
the temperature via the Boussinesq model, according to which density 
variations are considered only insofar as they contribute to buoyancy, 
but are otherwise neglected. If Tsat is the fusion temperature and psat 
is the corresponding liquid density then, according to the Boussinesq 
model 

P - Psat - PPsat(T - Tsat) 

Furthermore, if a reduced pressure p * is defined as 

(2) 

. N o m e n c l a t u r e . 

cp = specific heat at constant pressure 
Fo = Fourier number, at/r0

2 

g = acceleration of gravity 
hsi = latent heat of fusion 
k = thermal conductivity 
P = dimensionless pressure, equation (12) 
Pr = Prandtl number 
p = pressure 

p* = reduced pressure, equation (3) 
Q = heat transfer rate at tube surface 
R = dimensionless radial coordinate, r/ro 
Ra = Rayleigh number, 

(gP(Tu - Tmt) r0
3/«2)Pr 

Ri = dimensionless interface coordinate, 
nlra 

r = radial coordinate 

r; = interface coordinate 

ro = tube radius 

Ste = Stefan number, cp{Tw - Tsat)/hsL 
T = temperature 
TSat = fusion temperature 
Tw = tube wall temperature 
t = time elapsed from the start of heating 
U = dimensionless axial velocity, u/(u/ro) 
V = dimensionless radial velocity, u/(a/ro) 

u = axial velocity 
v = radial velocity 
z = axial coordinate 
a = thermal diffusivity 
(3 = thermal expansion coefficient 
f = dimensionless axial coordinate, z/ro 
rj = transformed radial coordinate, 

(r - r0) /(n - r0) 
6 = dimensionless temperature, 

(T — Tsat)/(TW — Tsat) 
v = kinematic viscosity 
p = density 
T = dimensionless time, equation (13) 
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then (1) becomes 

P* = P + PsatgZ 

-dp*/dz+gpPsat(T-Tsat) 

(3) 

(4) 

the second term of which represents the buoyancy force. 
Next, to further adapt the conservation equations, the constant 

property assumption is introduced and the subscript sat is deleted 
from psat in (4). With the foregoing, the equations representing con
servation of mass, z -momentum, /'-momentum, and energy can be 
written as 

du 1 d (rv) 
— + — = 0 
dz r dr 

(5) 

du du2 1 dlruv) 
— + + -= -
dt dz r dr 

to d(uu) 1 d{ru2) 

dt dz r dr 

ldp* 

p dz 
+ g0(T - Tmt) + vV2u (6) 

1 dp* 
--tL~+v(V2v-(v/r2)) (7) 
p dr 

dt dz r dr 
(8) 

in which V2 is the Laplace operator in r, z coordinates. These equa
tions, along with an interface energy balance and other boundary 
conditions, are to be solved in a domain whose boundaries do not all 
fall along coordinate lines in a cylindrical coordinate system. In par
ticular, the radius r; of the liquid-solid interface varies with z as well 
as with time as melting proceeds. This state of affairs precludes an 
analytical solution and requires that, even in a numerical solution, 
approximations be- made in order to obtain results with a realistic 
computational effort. 

For the computational model to be employed here, it will be as
sumed that there is a small time lag between the heat delivery to the 
interface and the resulting interface motion. Specifically, during a 
small time interval, the fluid flow and heat transfer in the liquid region 
will be solved assuming that the interface is stationary. The heat 
transferred to the interface during that interval will then be used to 
compute the small finite displacement associated with the melting. 
With the new liquid domain which corresponds to the displaced in
terface, the solution for the next time interval is performed as just 
described. 

To transform the solution domain into a more tractable shape, new 
coordinates f, r, are introduced. Consistent with the aforementioned 
model, the interface radius r,- is independent of time during any given 
computational time interval. As a consequence, r; = ry(z) during each 
interval. The new coordinates are defined as 

f = z/r0, (r - r0)/(n - r0) 

so that 

V dr; d 

dz ro<V (n ~r0) dz dr, 

a _ . i d . 

dr" 

(9) 

(10) 

(11) 
fa - r0) dr, 

The key result of the transformation is that the range of r, extends 
from zero to one at all f during any time interval. It may be noted that 
the f, r, coordinates are nonorthogonal, as are the transformed coor
dinates in conventional boundary layer analyses. 

In addition, to reduce the number of parameters that have to be 
specified for the numerical solutions, dimensionless variables and 
groups are introduced as 

U--
a/ro' 

v--
v P = -

p(a/r0)
2Pr 

0 = 
T-Tsi (12) 

Ra = 

-* w 1 sat 

T = (at/r0
2)(cp(Tw - Tsat)lhSL) = (Fo)(Ste) (13) 

g0(Tw - Tsat)r0
s „ ^ c„(Tw - Tsat) 

-Pr, 
hsL 

(14) 

in which hsL is the latent heat for solid-liquid phase change. The 
motivation for using a/ro rather than v/ro as a reference velocity and 
for involving the Stefan number in the dimensionless time variable 
will soon become apparent. 

If the conservation equations were to be transformed in strict ad
herence with (10) and (11), the result would be a set of equations no
table for length and complexity. In the main, the terms which elongate 
and complicate the transformed equations are spawned by the 
right-most member of equation (10), which involves the slope cfa/cfe 
of the interface. The inclusion of these terms would add significantly 
to the complexity and execution time of numerical solutions. Fur
thermore, it is highly likely that they would adversely affect the 
convergence of an iterative solution scheme. 

Inasmuch as the present research represents the first analysis of 
multidimensional, unsteady natural convection phase change, it does 
not seem unreasonable to adopt a somewhat simplified model to en
able solutions to be obtained with reasonable computational effort. 
It will, therefore, be assumed that the interface radius varies slowly 
with z, so that the terms involving drjdz and d2rt/dz2 can be ne
glected. This assumption is of the same nature as the local similarity 
model commonly used in the analysis of boundary layer flow and heat 
transfer. 

With the aforementioned assumption, the transformed version of 
the conservation equations can be written as 

1 d(RV) 

1 To M — Ste — 
P r L dr 

dU dU2 

+ + 

dU 

df ' R(Rt - 1) dV 

1 d(RUV)l 

0 (15) 

3f R(Ri-l) dv J 

dP 

dt 
+ Ra9 + V2LT (16) 

PrL Pr L dr 3f 

1 d(RV2)l 

R(Ri - 1) dr, J 
dP -

+V2V-V/R2 (17) 
dr\ 

1 d(RVe) „ de d(ue) 
Ste — + — + 

dr 3f R(Rt - 1) dr, 
v2e (18) 

The quantities Ri and R respectively represent the dimensionless 
radius of the interface, which depends only on z during a given time 
interval, and the dimensionless radial coordinate 

Ri = n/r0, R = r/r0 = r,(Ri - 1) + 1 

Furthermore, V2 is the transformed Laplace operator 

(»s) 
-„ d2 I d 
V2 = — + , 

dt1 R(Ri-l)2dri 

(19) 

(20) 

It may be noted that because of the choice of the dimensionless 
variables, the inertia terms in equations (16) and (17) are multiplied 
by (1/Pr) and the storage terms (i.e., d/<9r terms) contain Ste as a 
factor. Aside from the explicit presence of Pr and Ste, the fluid 
properties that make up Pr appear implicitly in Ra, while Ste is in
cluded in the dimensionless time variable T. For typical salt storage 
applications, both (1/Pr) and Ste « 1. The ramifications of these facts 
will emerge when the results are presented. 

The four conservation equations (15)-(18) contain five unknowns. 
These include the velocity components U and V, the pressure P, the 
temperature 6, and the interface radius R,. The fifth equation arises 
from the energy balance which applies at each point on the liquid-solid 
interface. This balance states that the heat delivered by the fluid to 
the interface during a small time interval At equals the latent heat 
absorbed by the melting material. The heat delivered AQ,- can be 
written as 

AQ,- = 2wridz(k(dT/dz)(dn/dz) - k(dT/dr))At (21) 

where the expression in brackets is a representative interfacial heat 
flux for the time interval. Since the interface is a surface of constant 
temperature (T = Tsat), it follows that 
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dT/dz = -(dn/dz)(dTldr) (22) 

so that (21) becomes 

AQ; = -k(dT/dr)2irndz(l + (drJdz)2)At (23) 

For gradually or even moderately sloping interfaces, (drt/dz)2 « 1. 
The volume swept out in response to the heat transfer AQ; is 

jrA(r,'2)rfz if (drt/dz)2 is neglected compared with one, where A(/";2) 
= nj+12 — rtj2 and j and 0 + 1) refer to the beginning and end of a 
time interval. With this and with the expression for AQ,-, the interface 
energy balance is 

~k(dT/dr)2nAt = PhSLA(ri2) (24) 

or, in dimensionless terms, 

The boundary conditions will now be discussed. For the velocity, 
both components are zero on all of the surfaces which bound the liq
uid.3 The temperature is prescribed as being uniform on the tube 
surface (T = Tw), while at the interface the temperature is Tsat', 
correspondingly, 8 = 1 at r) = 0 and 8 = 0 at rj = 1. The upper and lower 
bounding surfaces, z = H and z - 0 respectively, are assumed to be 
adiabatic. 

If the complete set of governing equations and boundary conditions 
is examined, it is seen that there are four prescribable parameters: Ra, 
H/ro, Pr, and Ste. The relative importance of these parameters will 
become evident from the numerical results. 

Numerical Solutions 
The solutions were carried out by means of an implicit finite-dif

ference procedure. The most challenging problem that had to be faced 
in devising a solution methodology was the movement of the interface. 
After examination of various possibilities, it appeared convenient and 
effective to adopt the already outlined procedure which allows for a 
small time lag between the convective flow and heat transfer in the 
liquid and the melting and movement of the interface. 

To elucidate the approach, suppose that at an instant of time TJ, 
all the field variables (i.e., U, V, P, and 6) are known, as is the di
mensionless interface position ft; (f, TJ). Then, for a small time interval 
AT = (T/+I — TJ), the interface is regarded as fixed. For this fixed-
boundary domain, the implicit finite-difference form of equations 
(15)-(18) is solved, subject to their boundary conditions, to yield the 
distributions of the field variables at time T;+I. From the distribution 
of 6, the values of the derivative dSld-q along the interface, which are 
proportional to the local heat flux, can be determined. Then, by 
solving the interface energy balance (25), the position of the interface 
at time T,-+I can be evaluated; that is 

where, on the right-hand side, ft; = ft;(f, T/). 
With the determination of ft; from equation (26), all quantities, i.e., 

the field variables and ft,-, are known at time T/+I. An identical pro
cedure can then be employed to proceed to time TJ+2, and so forth. 
The effective implementation of this approach requires that AT be 
chosen sufficiently small to avoid errors associated with the lag be
tween the heat delivery to the interface and the resultant interface 
displacement. 

Another feature of the solution method is the re-evaluation of the 
field variables subsequent to the determination of ft; from equation 
(26). The need for the re-evaluation stems from the fact that the re
lationship between a given radial position r and the transformed 
coordinate i] changes as r; changes (e.g., equation (9)). Thus, a fixed 

3 At the interface, the normal component of the velocity is zero when the density 
change associated with the phase change is neglected, as in the present analy
sis. 

point in the f,j/ grid corresponds to different physical locations at time 
TJ and time T,-+1. Since the present calculations were performed with 
a fixed array of grid points in the 1,-q plane, the field values at these 
grid points correspond to one set of physical locations at time T,- and 
to another set of locations at T,+I. 

Re-evaluation of the field variables at the grid points has to be 
performed to take cognizance of this change of relationship between 
the physical and transformed planes. The re-evaluation was carried 
out by interpolation at all grid points except those which correspond 
to the newly created melt region between ft;(f,TJ+1) and ft;(f,T,). In 
the latter, the velocities were assumed to be zero and the temperature 
taken to be Tmt (i.e., 8 = 0). The interpolation for the velocities was 
performed by first evaluating the stream function and then differ
entiating it at the locations of interest. This approach was employed 
to ensure that both overall and local mass conservation were fulfilled. 
To ensure energy conservation, the temperature interpolation was 
carried out via an enthalpy integral, the subsequent differentiation 
of which yielded the local value of 8. 

To avoid potential computational difficulties at T = 0 (e.g., those 
associated with l/(ft; — 1) -»• °°), the solution was started by assuming 
the existence of a very thin melt region concentric to the tube. The 
value of T corresponding to the assumed melt layer thickness was 
determined from the Stefan solution. Auxiliary computations were 
performed to ensure that the assumed layer thickness was sufficiently 
small so as not to affect the subsequent results. 

At each time step, it is necessary to solve a set of simultaneous al
gebraic equations which represent the implicit finite-difference 
discretization of equations (15)-(18). This two-dimensional elliptic 
problem was dealt with using a numerical scheme which is an adap
tation of that of [9], In actuality, the elliptic finite-difference scheme 
described in [9] is employed there as one of the building blocks in a 
procedure for dealing with three-dimensional parabolic flows. From 
the elliptic scheme of [9], which is set forth there for Cartesian coor
dinates, the discretization, grid structure, and solution method have 
been utilized here in constructing a computer code tailored to the f,t; 
coordinates of the present problem. 

The finite-difference grid encompassed 12 X 14 nodal points for 
H/r0 = 4 and 12 X 20 nodal points for H/r0 = 10, respectively in the 
•q and f directions. The points were uniformly distributed in ij. On the 
other hand, the distribution along the f direction was skewed so as 
to have a greater concentration of points near the top of the domain 
in order to accommodate the rapid turning of the recirculating flow 
in that region. The time duration of the solutions extended to T ~ 0.20 
to 0.25, which corresponded to a maximum value of ft,- of about 3. The 
time step AT required for accuracy and stability depended on the 
Rayleigh number, the length-radius ratio, and the value of T itself. In 
general, smaller values of AT were needed at higher Ra and H/r0. The 
overall range of AT used in the computations extended from 0.001 to 
0.01. 

Results and Discussion 
In selecting values of the governing parameters to be used as input 

to the numerical solutions, guidance was taken from thermal storage, 
although the results are in no way limited to that application. The first 
estimates of Ra, Pr, and Ste were based on the sodium nitrate-sodium 
hydroxide eutectic which had been used in the laboratory experiments 
mentioned in the Introduction. These estimates gave Ra ~ 7 X 105, 
Pr ~ 7, and Ste ~ 0.15. For a parametric study, Rayleigh numbers 
between 7 X 104 and 7 X 106 appeared to be relevant. 

The main calculations were, therefore, carried out for Rayleigh 
numbers of 7 X 104,7 X 106, and 7 X 106, with Pr = 7 and Ste = 0.15. 
For each of these cases, results were obtained for two length-radius 
ratios of the heated tube, H/r0 = 4 and 10. In recognition of the higher 
Prandtl numbers and lower Stefan numbers that are characteristic 
of the liquid phase of certain phase change materials, check runs were 
made for Pr = 70 and for Ste j= 0.05. 

The heat transfer results will be presented first, followed succes
sively by representative temperature field and flow field information 
and by the time evolution of the liquid-solid interface. 
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If the rate of heat transfer at the tube surface is denoted by Q, then 
Q/H is the heat transfer per unit length of tube. In Fig. 2, the heat 
transfer per unit length, represented in dimensionless terms by 
(Q/H)/k{Tw - Tsat), is plotted as a function of time T (= Fo Ste) for 
all of the cases that were investigated. The solid and dashed lines 
appearing in the figure correspond respectively to length-radius ratios 
H/ro of 4 and 10. The upper, middle, and lower pairs of curves re
spectively portray the results for Ra = 7 X 106,7 X 106, and 7 X 104. 
For all of these cases, calculations were performed with Pr = 7 and 
Ste = 0.15. However, as noted in the figure, the uppermost curve 
corresponds to calculations made with both Pr = 7 and Pr = 70. In 
addition, one of the middle curves represents the solutions for both 
Ste = 0.15 and 0.05. 

Inspection of the figure reveals a complex variation of the heat 
transfer with time which requires careful consideration. However, one 
fact is immediately evident, namely, that the heat transfer results are 
drastically different from the one for pure conduction phase change, 
which is characterized by a monotonic decrease with time. Clearly, 
another transport mode, natural convection, is playing a first order 
role. 

Within the time scale of the figure, a greater number of events in 
the time history of the heat transfer are in evidence at higher Rayleigh 
numbers. From the curves for Ra = 7 X 106, it is seen that the heat 
transfer first decreases and attains a minimum, then increases and 
achieves a maximum, and subsequently decreases. At lower Rayleigh 
numbers, the occurrence of these events is shifted to larger and larger 
times, so that the maximum and the subsequent decrease are not seen 
in the figure. 

These events in the time history of the heat transfer can be tied to 
certain physical processes which will be mentioned briefly here and 
illustrated later via the temperature and fluid flow results. At early 
times, the natural convection, although present, is very weak, so that 
conduction is the dominant transport mode and, as a consequence, 
the heat transfer decreases with time. As the melt layer thickens, 
natural convection grows stronger, thereby arresting the decrease in 
heat transfer. The further strengthening of the natural convection 
causes the heat transfer to increase. During this period, heat is 
transported by the recirculating natural convection flow as well as 
directly across the melt layer. 

When the melt layer becomes sufficiently thick, boundary layers 
are respectively established adjacent to the tube wall and adjacent 
to the interface. As a result, heat is no longer transported directly 
across the melt layer, but is carried from the tube wall to the interface 
only by the recirculating flow. In addition, the growing resistance 
encountered by the recirculating flow along the top and bottom walls 
(primarily the former) tends to impede the fluid motion. It is believed 
that these factors are responsible for the decrease in heat transfer at 
large times that is evident from the curves for Ra = 7 X 106. 

In general, the heat transfer per unit length appears to be greater 
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at higher Rayleigh numbers and for shorter heating tubes. However, 
owing to the different paces of the various time histories, there is some 
crossing of the curves which locally invalidates these general 
trends. 

Fig. 2 also shows that when the Rayleigh number is used to char
acterize the natural convection effects, the results do not depend on 
the Prandtl number for the range investigated (Pr = 7-70). Fur
thermore, it is evident from equations (16)-(18) that if Pr has no effect 
for this range, it will not have an effect for any Pr > 7. On the other 
hand, had the Grashof number (Ra/Pr) been used, then a Prandtl 
number dependence would have been encountered. 

It is also seen from Fig. 2 and equations (16)-(18) that the in
volvement of the Stefan number in the dimensionless time variable 
T eliminates the dependence of the results on Ste in the range from 
0 to 0.15. In view of these findings, both the Prandtl number and the 
Stefan number can be eliminated from the list of active parameters 
in the aforementioned ranges. At higher values of Ste, a parametric 
dependence of the results on the Stefan number may be antici
pated. 

Attention will now be turned to illustrating representative types 
of temperature distributions that exist in the melt layer at various 
stages in its time history. Fig. 3 has been prepared for this purpose. 
The figure consists of three panels. In each panel, radial temperature 
profiles spanning the melt layer are plotted at four axial stations, z/H 
= 0.15,0.45,0.70, and 0.93. The Rayleigh number and the time T that 
characterize the profiles in each panel are indicated therein, and H/ro 
= 4. 

The results in the left-hand panel are representative of early times, 
when the influence of natural convection is small. The dashed lines 
plotted in the figure represent the logarithmic temperature distri
bution for steady state, one-dimensional radial conduction. The solid 
and dashed lines are nearly coincident, thereby not only confirming 
the dominance of the conduction mode, but also indicating a negligible 
effect of transient energy accumulation in the fluid. 

The middle panel is intended to illustrate a temperature field which 
is strongly affected by natural convection, but where the boundary 
layer regime has not yet been established. In the panel at the right, 
the boundary layer regime is clearly in evidence. The temperature is 
uniform across most of the thickness of the melt layer, with sharp 
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Fig. 2 Timewise variation of the tube heat transfer rate 
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gradients adjacent to the tube wall and the liquid-solid interface. 
The nature of the velocity field and the natural convection recir

culation can be well illustrated by streamline maps, and three rep
resentative flow patterns are shown in Fig. 4. Each diagram is an r,z 
plane encompassing the melt region. For all cases, the general char
acteristic of the flow pattern is an upflow adjacent to the heated tube 
and a downflow adjacent to the liquid-solid interface. 

The diagram at the left is representative of early times, and the 
trace of the melt layer in the r,z plane is nearly rectangular. Although 
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Fig. 4 Representative flow patterns 

conduction dominates, a natural convection flow definitely exists. The 
flow pattern that typifies most of the time history of the melt layer 
is illustrated by the middle diagram. There is a single recirculation 
zone that is centered in the upper portion of the melt region, where 
the melt layer thickness is'greatest. The three-eddy array shown in 
the right-hand diagram was encountered only for the longer melt layer 
(i.e., H/r0 - 10) and only at times corresponding to the neighborhood 
of the heat transfer maximum (Fig. 2). 

The streamline diagrams indicate that the radial extent of the melt 
layer varies along the length of the heating tube, with the smallest 
layer thickness at the bottom and the greatest layer thickness at the 
top. This is in contrast to the melt layer of uniform thickness that 
would be predicted by an analysis in which conduction is the only 
mode of transport. 

A more complete presentation of melt layer thicknesses and in
terface shapes is provided by Figs. 5 and 6, respectively for H/r0 = 4 
and 10. Each figure contains two panels, corresponding respectively 
to Ra = 7 X 104 and 7 X 106. Each panel is an r,z plane in which the 
heating tube encompasses the region 0 < r/ro < 1 and the phase 
change material occupies the space r/r0 > 1. The sequence of curves 
represent the successive positions of the interface at the times indi
cated in the figure. 

The nonuniformity of the melt layer thickness that was in evidence 
in the streamline diagrams is confirmed by Figs. 5 and 6. In addition, 
these figures indicate that the interface shape and its evolution are 
affected markedly by the Rayleigh number and, to a lesser extent, by 
the length-radius ratio. At high Rayleigh numbers, the interface slopes 
gradually outward, with the slope being more or less uniform. On the 
other hand, at low Rayleigh numbers, the interface tends to lie parallel 
to the tube for a substantial length starting at the bottom and pro
ceeding upward. Near the top of the region, the interfaces flare out. 
From these results, it is evident that at lower Rayleigh numbers, 
significant natural convection motions are confined to the uppermost 
portion of the melt region; at higher Rayleigh numbers, significant 
flows also occur in the lower portion of the melt. In the limit as Ray
leigh number approaches zero, the interface will be vertical since 
natural convection vanishes and conduction is the sole transport 
mechanism. 

Figs. 5 and 6 enable an assessment to be made of the conditions 
under which the interface slope dri/dz is small, as assumed in the 
analysis. At high Rayleigh numbers, and especially at large H/r0, the 
slopes are small to moderate. For lower Rayleigh numbers, the in
terface slope is small along most of the length, but may be quite large 
near the very top of the melt region. It is here that some deviations 
of the computed results from reality are to be expected, but the 
qualitative trends should not be affected. 
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Fig. 6 Melt layer thicknesses and Interface shapes, H/r0 = 1" 

Concluding Remarks 
In contrast to the conventional conduction-based treatment of 

solid-liquid phase change, the present analysis has taken account of 
natural convection induced by temperature differences in the liquid 
melt. The analysis was performed for melting of a solid due to heat 
supplied by a vertical finite-length tube embedded in it. Initially, no 
liquid is present, and the solid, which is at its fusion temperature, is 
in contact with the tube. At subsequent times, the tube temperature 
is maintained at a uniform value that exceeds the fusion temperature, 
and the progressive melting of the solid gives rise to a melt region 
which grows larger as time passes. 

Solutions were obtained by an implicit finite-difference procedure 
tailored to take account of the movement of the solid-liquid interface. 

The calculated heat transfer rates at the tube wall were found to differ 
markedly from the monotonic timewise decrease that is characteristic 
of pure conduction phase change. Rather, the heat transfer decreased 
at early times and attained a minimum, then increased and achieved 
a maximum, and subsequently decreased. The times at which these 
events occurred were markedly affected by the Rayleigh number. At 
lower Rayleigh numbers, the pace of the timewise heat transfer 
variations was much slower than at higher Rayleigh numbers. The 
events in the time history can be tied to physical processes which were 
illustrated by temperature and velocity field information presented 
in the paper. 

Another indication of the marked departures from the pure con
duction model can be found in the shape of the melt region. For con
duction, the thickness of the melt region is uniform along the entire 
length of the heating tube. On the other hand, in the presence of 
natural convection, the thickness of the melt layer varies along the 
length, with the smallest layer thickness at the bottom and the 
greatest layer thickness at the top. 

These findings indicate that natural convection effects, although 
unaccounted for in most phase change analyses, are of first order 
importance and have to be considered. 
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Stability of a Submerged Frozen 
Crust 
Consideration is given to the stability of a thin frozen crust of infinite extent growing be
tween two different fluid materials. A linear, inuiscid stability analysis is employed to ob
tain an estimate for the crust breakup time. The stability formulation parallels that of 
Rayleigh and Kelvin for the generation of waves at the plane interface between two differ
ent fluids and is used to develop formulas defining necessary conditions for frozen crust 
breakup. An approximate crust breakup criterion is proposed, viz, that the crust growth 
(or crystallization) time exceed the crust breakup time. The criterion shows reasonable 
agreement with experimental observations of the stability of a growing frozen crust in a 
gravity field alone (Rayleigh instability). 

1 Introduction 

A description of the heat-transfer characteristics between a molten 
ceramic fuel pool and its lower solid steel boundary is of interest in 
current fast breeder reactor accident analysis [l].1 When the molten 
ceramic fuel (UO2 or TI1O2) comes into contact with the solid steel 
boundary, as it must do, fuel crust growth begins. The underlying steel 
wall will melt upon contact with the molten fuel if the initial tem
perature of the steel is sufficiently high [2] (i.e., S;800°C) and, 
therefore, the fuel crust becomes submerged in a fuel-steel melt. It 
seems likely that the fate of the crust depends on a race between the 
fuel crust growth process and the rate of development of buoyancy 
forces due to the presence of the underlying lighter steel melt. Thus, 
slow crust growth should lead to a thin, weak crust which becomes 
laterally unstable through sidewise buckling (oscillation), whereas 
rapid crust freezing will lead to a stable crust. 

The motion of a frozen crust under buoyancy—or, flow-induced 
excitation is similar to that at the plane interface between two dif
ferent fluids, as studied by Rayleigh and Kelvin, respectively (see, e.g., 
[3]). In the fluid interface problem, consideration of capillarity effects 
alone leads to a minimum size interface wave (wavelength) below 
which no unstable waves are generated. Similarly, we anticipate that 
the presence of elasticity within a thin frozen crust stabilizes short 
crust wavelength perturbations. In this instance, the crust stability 
problem is closely related to the analysis of the stability of an infinitely 
long, infinitely wide plate exposed to a gas flow, as treated by Miles 

The analyses referenced in the foregoing are necessarily quite im-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
April 11,1977. 

precise. It is understandable that phenomena so complex as finite-
amplitude crust wave development cannot be analyzed accurately. 
Moreover, the analyses do not take into account various phenomena, 
such as the variation of crust thickness with time, turbulence in the 
fluid flow, or temperature stresses within the crust, which certainly 
will modify the results quantitatively and some of which might pro
duce crust disintegration in the absence of the Rayleigh or Kelvin 
mechanisms. There may be some ways to account for some of these 
phenomena; e.g., the rate of crust growth may be included formally 
in the differential equations that describe the instability, although 
at the expense of greatly increased complexity. For the purpose of 
obtaining a rough estimate of the conditions for frozen crust breakup, 
it seems best to avoid imposing further complications on existing 
stability theories and instead to attempt to combine the relevant 
theories developed in [3,4] to obtain as simple a representation as is 
possible. 

Accordingly, in this paper, an analysis of the instability of a sub
merged frozen crust of constant thickness is made on the basis of 
linearized flow theory. The formulation includes the effects of gravity 
along with both surface tension at the crust surface and elastic forces 
within the crust acting to stabilize the motion. Equations are derived 
for the breakup time of the frozen crust. A breakup criterion is pro
posed for a growing crust and explicit formulas providing rough es
timates of critical breakup conditions are developed. Comparison of 
the criterion with experimental results proves favorable. 

2 Physical Model 
Fig. 1 represents a schematic illustration of a growing, submerged 

frozen crust. A fluid (material 1) occupying the space y > 0 flows with 
constant velocity Ui in the x -direction. A layer of liquid (material 2) 
of depth h flows with constant veloeity f/2 through the space 0 < y 
< — h. A thin frozen layer (material 1 or material 2) of instantaneous 
thickness S separates the flowing fluids. Several different physical 
processes can lead to the situation depicted in Fig. 1. For example, 
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FROZEN CRUST, 

h 
T 

h ^ MELT LAYER (2) - U2 

SOLID BOUNDARY^ 

Fig. 1 Schematic of frozen layer stability model 

a hot liquid may be suddenly poured over a relatively cold solid. As 
a result of simultaneous freezing of the liquid and melting of the solid, 
a crystallization front moves upward into material 1 and a melt wave 
moves downward into initially solid material 2. These conditions 
approximate the situation at the bottom of a UO2 fuel pool [1], If the 
lower material is initially cold liquid, then h —• <». On the other hand, 
if a cold fluid flows over a liquid surface (h = <=°), a crust wave moves 
downward into initially liquid material 2. 

It is obvious that the variation of crust thickness with time plays 
a role in the instability analysis, and it is also obvious that a solution 
of the hydrodynamic equations with crust growth effects determined 
simultaneously is not readily obtained. Moreover, in view of the other 
uncertainties discussed at the end of Section 1, such an analysis is 
probably not justified. A rough crust breakup criterion can be ob
tained by first considering a linearized stability theory applicable to 
a crust of constant thickness. Then one could estimate a crust breakup 
time, T, which depends on the crust thickness. The crust growth time, 
T/, is obtained independently from conduction theory and is set equal 
to T to obtain both the frozen crust thickness at the onset of instability 
and the breakup criterion. This approximation is described in more 
detail in Section 4. 

We denote by ?/ the displacement of the frozen layer from the po
sition of equilibrium in the plane y = 0 and consider the stability of 
a crust of constant thickness subject to the following set of simplifying 
assumptions: 

1 The fluids are assumed to be inviscid and incompressible. 
2 The displacements of the frozen layer are small so that the 

equations of the bending theory of beams (or plates) are applicable 
to the frozen layer and the fluids behave according to linearized flow 
theory. 

3 The frozen layer is sufficiently thin so that, as far as the fluid 
motion is concerned, it can be treated as an interface having zero 
thickness and negligible inertia. The frozen layer is wide enough to 
preclude edge effects. 

4 Thermal bending and temperature stresses are not taken into 
account. 

5 The frozen layer is deflected and set in two-dimensional motion 
according to the infinitesimal disturbance 

• toe ikx+nt (1) 

where k is the wave number and 2ir/fe is the wavelength X of the dis
turbance. 

Miles"[4] analyzed a similar stability problem, but his application 
concerned the flow of a compressible gas over a thin panel, and so he 
did not include the effects of gravity nor hydrostatic pressure. 

Assumptions 1-3 have been discussed extensively in the literature 
[3,4] and it can be shown that their validity is assured in all cases of 
interest here. A temperature variation AT exists through the crust 
thickness d. If the crust is allowed to expand freely, due to temperature 
change, and if the temperature distribution is approximately linear, 
the growing crust, in the absence of fluid motion, forms an arc of a 
circle with all the stress components identically zero throughout the 
crust. This leads us to expect negligible thermal bending effects when 
the ratio of the crust wave X to the curvature of the crust R is small: 
X/R = XaeAT/(2&) « 1, where cte is the coefficient of thermal expan
sion of the crust. Prom the results of the analysis, it is found that 
thermal bending effects, for example, are negligible for an ice crust 
but are not negligible for a solid UO2 layer on molten steel. While 
assumption 4 cannot be justified for some material pairs, it is felt that 
the insights gained regarding the model amply justify our preliminary 
study of the initially flat frozen crust. If the crust is not allowed to 
expand freely, thermal bending and temperature stresses will have 
to be taken into account. It is then necessary to divide the solution 
into two parts. The first part is the solution of the problem of the stress 
and thermal bending of the crust and the second is the solution of 
oscillations of the bent crust. The principal complications foreseen 
are the unknown boundary-support conditions of the crust and the 
buckling that can occur when the frozen crust fails under the action 
of a load parallel to its plane. Such an analysis is not attempted 
herein. 

3 Equations of Motion 
The theoretical considerations presented in this section will refer 

only to a crust of constant thickness; the connection with a growing 

-Nomenclature-

A = unknown coefficient; equations (14) 
and (15) 

d - vessel diameter 
D = crust stiffness; equation (8) 
E = elastic modulus of frozen layer 
g = acceleration due to gravity 
h = depth of lower fluid (material 2); Fig. 1 
i = imaginary unit in the complex number 

system 
k = wave number of small disturbance; 

equation (1) 
. = cutoff wave number 
, = most probable wave number 

: heat of fusion of growing crust 

kc 
Kp 

L 
n = growth constant of small disturbance; 

equation (1) 
P = pressure 
t - time 
u = small-disturbance velocity in x -direc

tion 
U = flow velocity; Fig. 1 

u = small-disturbance velocity in y-direc-
. tion 

x = coordinate parallel to the undisturbed 
crust plane; Fig. 1 

y — transverse coordinate measured from 
crust; Fig. 1 

a = thermal diffusivity of frozen crust 
at = coefficient of thermal expansion of fro

zen crust 
am = thermal diffusivity of melting solid 

(material 2) 
5 = thickness of frozen layer; Fig. 1 
e = Poisson's ratio for frozen layer 
rj = amplitude of frozen crust waves at time 

t; equation (1) 
Tjo = original small-disturbance amplitude; 

equation (1) 
X = wavelength of small disturbance; X = 

2x/fe 
Xc = cutoff wavelength 

Xp = most probable wavelength 
p = density 
a - average interfacial tension; a = {a\ + 

a\ - interfacial tension between fluid mate
rial 1 (upper fluid) and frozen crust 

<T2 = interfacial tension between fluid mate
rial 2 (lower fluid) and frozen crust 

T = growth time of unstable crust wave; 
equation (28) 

Tf = time for crust growth; equation (32) 
$ = velocity potential; equation (10) 
X = growth constant for crystallization; 

equation (31) 
Xm = growth constant for melting; equation 

(38) 

Subscripts 
1 = upper fluid (material 1); Fig. 1 
2 = lower fluid (material 2); Fig. 1 
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crust will be made in Section 4. 
Subject to assumptions 1-5, the linearized hydrodynamic equations 

for each of the two fluid regions shown in Fig. 1 are of the form 

dx dy 

du 3u 
— + U— = 
dt dx 

_ i a p 
p dx 

lap dv du 
— + U— = -
dt dx p 3y 

(2) 

(3) 

(4) 

and are connected through the following compatibility (matching) 
conditions at the frozen crust "interface" located at y = rt(x, t): 

34»; a277 n n 
D—--2a—L = P2-P\ 

dx* dx2 

ui(x,ti,t) = — +Ui — 
at dx 

v2(x, v, t) = — + U2 — 
dt dx 

(5). 

(6) 

(7) 

Equation (5) expresses the condition of continuity of pressure across 
the interfacial crust. The first two terms in equation (5) represent the 
crust elasticity and the surface tension forces at the upper and lower 
crust surfaces, respectively, which act to stabilize the crust. Here D 
is the crust stiffness given by [4]. 

D'W^i (8) 

and a is the average surface free energy (tension) for the upper and 
lower crust surfaces; i.e., a = (<ri + a2)/2. Equations (6) and (7) state 
that the velocity of either fluid at the crust surface is made up of the 
velocity of the crust itself and the velocity of the fluid relative to it. 
Finally, equations (2)-(4) are subject to the following conditions at 
y - • <o a n d y = — h: 

"i(x, °°, t) = 0, v2(x, -h, t) = 0 

Equations (2)-(4) have solutions of the form [3] 

(30 _ _ 3 0 

dx dy 
U-

30 30 
p- p + pU—- pgy 

dt dx 
where the velocity potential 0 must satisfy 

0 
320 d2^ 

dx2 3 y 2 ' 

and the conditions 

30i 
(x, <», t) = 0, 

302 

dy dy 

For the upper fluid, we assume the solution 

<h(», y, t) = A 1 e - * V " + n J 

and for the lower fluid, 

(x, -h, t) = 0 

4>2(x, y, t) = A2 

cosh [k(y + h)] 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 
sinh (kh) 

where Ay and A2 are unknown constants. Note that equations (14) 
and (15) are consistent with boundary conditions (13). The pressure 
condition across the crust, equation (5), yields (see equations (1), (10), 
and (11)) 

ffTjofe2 — p2 (n + ikU2)A2 coth (kh) 

- pt(n + ikUi)Ai + (P l - P2)gVo (16) 

The kinematic conditions (6) and (7) give 

Aik = vo(n + ikUi), -A2k = r)0(n + ikU2) (17) 

Eliminating A\ and A2 between equations (16) and (17) results in the 
characteristic equation for the determination of the growth constant 
n: 

[pi + p2coth (kh)]n2 + 2ik[piUi 

+ p2U2 coth (kh)]n + Dk5 + 2<rk3 

~ [Pit/i2 + p2U2
2 coth (kh)]k2 - g{Pl - P2)k = 0 (18) 

Instability prevails1 if the solution of equation (18) for n, regarding 
all other parameters as fixed, is real and positive (see equation (1)). 
Thus we focus attention on the real roots of equation (18) given by 
the expression 

PiP2(^i-^2)2fe2coth(fe/ i) 
, 2 = . 

[pi + P2 coth (kh)}2 

Dk5 + 2ak3-g(p1-p2)k 

Pi + P2 coth {kh) 
(19) 

4 Instability in a Gravity Field (Rayleigh Instability) 
Here we are concerned with crust stability in a gravity field only 

{Ui= U2 = Q), when the upper fluid is more dense than the lower fluid 
(pi > P2)' In the limit D -> 0 we recover the classical case of Rayleigh 
instability at the interface between two fluids.2 

Equation (19) for the growth constant becomes 

, 2 = 
g(pi - p2)k - Dk5 - 2<rks 

(20) 
pi + p2 coth (kh) 

We see from equation (20) that the amplitude of the initial distur 
bance grows only when n > 0, i.e., when 

g(pi-p2)k-(Dk6 + 2<rk3)>0 (21) 

or crust motion is stable for wave numbers larger than a "cutoff wave 
number," kc, given by 

D Dl -w® 2 (p i • 
(22) 

When the term (pi — p2)gD/a2 « 1, crust elasticity limitations to 
the instability will be negligible. In such cases the crust behaves like 
a membrane with only the presence of surface energy to remove the 
instability. Equation (22) leads us to expect membrane behavior when 

2 The theoretical treatment of this problem is usually attributed to Taylor [5] 
although in fact the problem was treated earlier by Lord Rayleigh [6]. 
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Fig. 2 Variation of the cutoff wavelength and the most probable wavelengths 
(for steel melt layers of Infinite and finite depth) with respect to U02 frozen 
layer thickness in a gravity field 
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the crust thickness [see equation (8)] 

«« 
r i2( l -e 2 ) (T 2 1i /3 

lEg(Pl-p2)\ 
(23) 

Let us consider U 0 2 crust growth on a layer of melting steel. A rough 
value for o\, the interfacial tension between molten UO2 and solid 
UO2, can be obtained from the proportion ayLv = aeuLf suggested by 
Volmer [7], where L„ is the latent heat of vaporization, Lf is the latent 
heat of fusion, and a(u the surface tension of the liquid in contact with 
its vapor. For U 0 2 , atv ~ BOO dyne cm - 1 , L„ ~ 460 cal g - 1 , and Lf ~ 
67 cal g_1, so that <n ~ 73 dyne cm - 1 . If the interfacial tension between 
molten steel and solid UO2, a% is taken to be comparable to the cor
responding interfacial tension between molten copper and solid U 0 2 

[8], then, we estimate o-2 ~ 530 dyne cm - 1 , and a = (a\ + <r2)/2 ~ 300 
dyne cm - 1 . Accordingly, with E =* 0.8(1012) dyne c m - 2 and e e* 0.3 
for solid U 0 2 [9], and with pi - p2 ^ 8.4 - 6.6 = 1.8 g cm - 3 , mem
brane-like fuel crust behavior will be evident for crust thickness 8 « 
8.9 Aim. 

The amplitude of the disturbance grows most rapidly when the 
wave number k in equation (20) is such that n, or n2, is a maximum; 
i.e., dn2/dk = 0. At this "most probable wave number," kp, we 
have 

g(pi-p2)-(5Dk* + 6ak2) 

p2h[l - coth2 jkh)] 

pi + Pi coth (kh) 

In the general case, this equation is complex and cannot be solved 
analytically. We confine our analysis here to the two limiting cases: 
shallow lower liquid layers and deep lower liquid layers. When kh is 
small; i.e., the depth of the lower liquid is small compared with the 
wavelength of the disturbance, we find coth (kh) = l/(kh), and 
equation (24) simplifies to 

[g(pi-P2)k-{DkS+2ak*)] (24) 

3Dft4 + 4 < r & 2 - g ( p 1 - p 2 ) = 0 

from which the most probable wave number is obtained: 

(pi ~ Pi)S 2 all/2 

(25) 

W(nr 3D 
2a_y 
3flJ 

kph«l (26) 

If in equation (24) kh » 1; i.e., the depth of the melt layer is great 
compared with the wavelength, we find 

[ V © ^ - P 2 ) g 3d \ 1/2 

5D 5D/ ' 
kph»l (27) 

The cutoff wavelength, equation (22), and the most probable wave
lengths, equations (26) and (27), are plotted as a function of crust 
thickness in Pig. 2 for a U0 2 crust on molten steel. For all wavelengths 
below the Xc curve, there is no instability. The curves are independent 
of crust thickness when the interfacial tension term dominates the 
crust rigidity term (i.e., when 8 -* 0). On the other hand, when 8 - • 
°°, crust rigidity preponderates, and equations (22), (26), or (27) reveal 
\ oc d3/i. It is noteworthy that the two \ p curves for thin and thick steel 
melt layers are remarkably close to one another indicating the small 
effect the numerical value of h has on the most probable wave
length. 

The growth time for an unstable crust wave or the breakup period 
of the crust is of the order of \/n [10]. That is, during a time inter
val 

(28) 
n(kp) 

the amplitude of the most probable wavelength increases e times (see 
equation (l)).3 Again we consider the limiting case kh « 1, and from 
equations (20), (26), and (28) we obtain 

3 Levich [10] maintains that the period of fragmentation of a liquid jet is given 
by formula (28). This expression has also been used to estimate the bubble 
departure frequency in the hydrodynamic theory of-boiling heat transfer 
[11]. 
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Fig. 3 Time for unstable wave growth versus U02 frozen layer thickness (for 
steel melt layers of infinite and finite depth) In a gravity field 

[i 
3 P 2 "11/2 

TJ
 ; kph « 1 (29) 

I2hkp
2[g(pi - pi) - okp2] 

where kp is given by equation (26). If on the other hand we make kh 
large, we find 

[ 5(pi+po) "11/2 
, , 7̂ ; kph»l (30) 

4 M £ ( P I - P 2 ) - ° V ] J 

where kp is given by equation (27). The time, T, it takes for the in
stability to develop as a function of the U 0 2 fuel crust thickness is 
shown in Fig. 3 for selected values of the thickness of the lower steel 
melt layer. These values should be compared with the crust growth 
time. Conduction theory predicts the familiar square root crust growth 
law: 

8 = 2% Vat (3D 

where x, the "growth constant" is a function of the physical properties 
and initial temperatures of the upper and lower fluid materials. 
Clearly, the characteristic time, TJ, for crust growth is 

Tf = 
4%2a 

(32) 

This time is also plotted in Fig. 3 (dashed curve). The time for U 0 2 

crust growth on melting steel r/ is completely negligible on the scale 
of the time for the growth of the most unstable wave for crust thick
nesses below about 0.03 cm. 

The two characteristic times, T and 17 are seen to be comparable 
when the effects of surface tension may be neglected (see Fig. 3). In 
this limit of large 5, we find the simple asymptotic behavior (see 
equations (8), (26), (27), (29), and (30)) 

[" 3p2 i i /2r 

L2gMPi-p2)J L 

3E83 "I1/4 

12(l-£
z)g(Pl-p2)J 

for k„h « 1 and 

T_5_ /pi + P2\"[i/2 [" 5E8S "1 

L4g\Pl-pJl Ll2(l-62)g(pi-p2)J 

1/8 

(33) 

(34) 
Ag \p i - p 2 / J Ll2(l - e2)g(pi 

for kph » 1. The foregomg results are not directly applicable to a crust 
growing between two different fluid materials. Clearly, the variation 
of crust thickness with time plays a role in the instability phenomena. 
We should expect, nevertheless, that the assumption 

T = Tf (35) 

should furnish an approximation of the right order of magnitude for 
the crust thickness at the onset of instability. Recall that T is the time 
it takes for the most unstable crust wave to develop for a particular 
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constant crust thickness <5. Clearly, if the time Tf for the crust to grow 
through this thickness is small compared with T the instability will 
not have sufficient time to develop. On the other hand, we do not 
expect a stable crust to grow to a thickness such that T/ » T. These 
two requirements imply that the crust thickness at the onset of in
stability is that corresponding approximately to the singular case T 
= Tf [criterion (35)]. Considering the rough nature of the criterion, 
the hope that it might coincide directly with experimental data would 
appear vain. Qualitatively, however, we will see below that it gives an 
accurate picture. 

Using equation (32) in equations (33) and (34) to obtain 5 and 
substituting the results in equation (22), yields the approximations 
for the cutoff wavelength at the onset of crust instability: 

, u r x4»2P2 Yno r E i2/5 

lhg(pi-p2)\ l(l-t2)g(pi-P2)\ ' 

kch « 1 (36) 

xc=6.4i \** (ei±£i)Y13 r — i — - p . 
L g \ p i - P 2 / J L ( l - € 2 ) g ( p 1 - p 2 ) J 

kch » 1 (37) 
For a crust growing on a melting solid we have from conduction 
theory 

h = 1%m V^i (38) 

where xm is the melting constant and, like the growth constant x, is 
strictly a function of the physical properties and initial temperatures 
of the upper and lower materials.4 In this case the crust breakup cri
terion is T = Tf = rm where r m = h 2 / (4x m

2 a m ) is the characteristic 
time for melting. In most cases of interest the characteristic times are 

4 The exact solution for the transient temperature field and the progress of the 
phase transformation fronts on both sides of an interface separating two 
semi-infinite regions can be found in reference [2], This solution was used here 
to evaluate the constants x and Xm-

comparable when kph « 1. Thus, from equations (22), (31), and (33) 
we have the cutoff wavelength for the instability of a crust growing 
on a melting solid, viz 

5.61 -1 3/14 I E 16/14 

-Xm (am /a) l /2g(P l - p2)l L(l - e2)g(pi - p2)-

(39) 
The cutoff wavelength in equations (36), (37), and (39) can be in

terpreted as the critical wavelength for crust breakup. If the upper 
and lower materials are included between two parallel vertical walls, 
this imposes an upper limit to the admissible wavelength. Equation 
(39) predicts that U 0 2 crust instability on melting steel must manifest 
itself by the formation of crust waves that exceed ~2.0 m in length. 
These waves are sufficiently long compared with molten U 0 2 pool 
(reactor core) geometry to ensure the stability of the frozen U 0 2 

crust. 

5 E x p e r i m e n t a l R e s u l t s 
It is of interest to compare the predictions of equations (36), (37), 

and (39) with experiment. A series of simple experiments were per
formed in which a relatively hot, heavy liquid was suddenly poured 
over a column of lighter cold material (liquid or solid). The lower 
liquid was placed in a glass test vessel. If a lower material in solid form 
was desired, the liquid was frozen in place at the bottom of the test 
vessel. The upper liquid was first placed in a pouring vessel. The test 
was initiated by tipping the pouring vessel, allowing liquid to impact 
and spread over the surface of the lower material. The liquid was 
poured rapidly enough to ensure that the rate of accumulation of the 
upper liquid (layer) exceeded the rate of phase conversion at the lower 
material-upper liquid interface. The initial temperature of the upper 
liquid was just above its melting point so that forced convection heat 
transfer was negligible over the duration of the experiment. 

The experimental observations of the mechanical stability of the 
crust growing into the upper liquid along with crust stability predic
tions are reported in Table 1. In experiment 1, liquid Freon Fluoro-

Table 1 Results of crust-stability experiments 

Expt 

1 

2 

3 

it 

5 

6 

7 

8 

Material 
Pair 

(Upper) 
(Lower) 

Freon-112A 
H20 

Lead 
Gallium 

•H20 
C8 H18 

It 

It 

It 

II 

tl 

Melting 
Point, 
°C 

40 
0 

327 
30 

0 
-57 

Specific 
Gravity 

.1.6 
1.0 

11.70 
6.0 

1.0 
0.7 

ti 

it 

it 

it 

it 

Physical 
State and 
Temp, °C 

Liquid, 50 
Liquid, 20 

Liquid, 335 
Solid, -20 

Liquid, 2 
Liquid, -30 

Liquid, 2 
Liquid, -55 

It 

Liquid, 2 
Solid, -78 

it 

it 

Vessel 
Diameter 
d, cm 

7 

7 

7 

7 

3 

7 

15 

30 

Cutoff 
Wavelength 

\ , cm 
c' 

6b 

280 

3 

6 

6 

16 

16 

16 . 

Crust-
stability 
Theory 

Marginal 
X * d . 
c — 

Stable 

\ » <3 

Unstable 
XQ < d 

Marginal 
xc ^ d 

Stable 
XQ > a 

Stable 

Marginal 

*c ^ d 

Unstable 

*o < d 

Observationa 

Stable 

Stable 

Unstable 

Unstable 

Stable0 

Stable 

Stable 

Stable 

The crust was pronounced stable if it prevented most of the lower liquid or melt from rising to the 
surface of the upper liquid. Occasionally A- small amount of lower liquid material was observed to 
escape from beneath the crust through small openings that formed betwefen the vessel wall and the 
crust edge. * 

The elastic constants of solid Freon Fluorocarbon 112A were taken to be comparable to those of other 
ethylene-type molecules for which such properties are available; in particular E • 400 MPa and 
E • 0.4 for polytetrafluorethylene were chosen. 

"A relatively thick continuous ice layer containing trapped octane droplets was observed. 
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carbon 112A(~50°C) was poured over water at ,..,20°C in a 7 -cm diam 
vessel (see Fig. 4). The Freon 112A freezes upon contact with the 
surface of the water forming a wavy but stable crust which prevents 
the water (P2 = Ig cm-3) from rising through the denser liquid Freon 
(PI = 1.6g cm-3). In this case a prediction of marginal (or neutral) 
stability was obtained since the calculated cutoff wavelength is ap
proximately equal to the vessel diameter. In experiment 2, a very 
stable, smooth lead crust (PI = 11.7g cm-3) grew above melting gal
lium (P2 = 6.0g cm-3) in agreement with the theory. Experiments 3-5, 
involving an ice crust growing on cold liquid octane, indicated a critical 
vessel diameter below which the crust is stable, as predicted by 
equation (37). For a fixed vessel diameter, ice crust breakup was ob
served on a column of liquid octane whereas stable crust growth was 
observed on melting octane (compare experiment 3 with experiment 
6) in agreement with theory. For ice growth on melting octane we . 
predict ice breakup when the vessel diameter exceeds ~16 cm. This 
was not determined experimentally (see experiments 6-8). Instead, 
smooth, stable ice covers were observed to grow on melting octane in 
vessels as large as 30 em in diameter. It may be that in situations where 
large cutoff wavelengths (say ~1O em) are required, natural sources 
of small disturbances are insufficient to start the instability. 

All the experiments in which stable crust growth was observed in 
small diameter vessels (:57 em) were repeated under isothermal 
conditions. In all cases liquid-liquid interface instability was observed 
indicating that the experiments did indeed demonstrate the sup
pression of the Rayleigh instability by crystallization: In addition, only 
immiscible material pairs were used in these experiments to avoid any 
appreciable changes in material melting points and other material 
alloying effects.5 

6 Concluding Remarks 
The agreement between theory and experiment cited in Section 

5 is not conclusive because of both theoretical and experimental in
accuracies. Nonlinear crust wave behavior must be decisive in de
termining the conditions for the disintegration of the frozen crust. 
The elastic theory employed here cannot distinguish between tough, 
ductile and brittle solid materials such as Freon, lead and ice, re
spectively. The special boundary conditions to be satisfied at the lines . 
of contact of the crust and liquids with the vessel wall have not been 
accounted for. It is difficult to avoid the generation of Kelvin waves 
during the pouring process when the upper liquid impacts on the 
surface of a lower liquid material. The Kelvin-wave mechanism 
(flow-induced excitation) is probably partly responsible for the wavy 
Freon crust shown in Fig. 4. Nevertheless, despite these inaccuracies, 
the agreement does tend to support the validity of a Raleigh-crust 
wave theory. 
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5 Gallium has only limited solubility in liquid lead (about 5 percent at 327°C) 
and is insoluble in solid lead [12]. 
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Introduction 

Thermal Design of Patement 
Structures in Seasonal Frost Areas 
In many practical situations, adequate thermal design of pavement structures in seasonal 
frost areas can be done by utilizing a model based on heat conduction alone. In this paper 
we present a system of computer programs which allow the solution of practically any 
nonlinear heat conduction problem in soils, provided that a two-dimensional description, 
plane or axisymmetric, is possible. The finite element method, together with the empirical 
correlations for thermal properties and boundary conditions, is used in the simulations. 
Predictions of the thermal regime in different structures are favorably compared with the 
results of experimental measurements, both for long-term and short-term temperature 
variations. 

In cold winter regions, traffic on railways and roads is often ob
structed by .the frost, while railway and pavement structures them
selves are threatened by soil freezing. The importance of this problem 
is demonstrated by the extensive research on frost protection tech
niques that is being sponsored by national governments in several 
countries [1-3].2 

Frost problems are usually related to cryosuction, which induces 
moisture migration to the freezing zone and ice segregation in the 
same area. The results are frost heaving during winter periods and 
loss of bearing capacity in the spring thaw, imposing speed and/or load 
limitations on traffic. 

In the last ten years insulating materials have been used in frost 
protection [4-6]. Insulation, however, changes drastically the thermal 
regime in structures, often inducing differential icing on road surfaces. 
Besides, thermal design of insulated pavements should be very ac
curate to avoid superfluous use of expensive materials. 

Adequate thermal design can only be done by utilizing numerical 
methods and computers, but even then simplifications must be in
troduced. To our knowledge, simultaneous heat and moisture transfer 
has never been considered in design systems. Reasons are uncer
tainties about the physical process, computer costs and, above all, lack 

1 Also, Laboratorio per la Tecnica del Freddo del C.N.R., Casella Postale 1075, 
35100 Padova, Italy. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division, 
April 28,1977. 

of reliable data on mass transport properties and boundary conditions 
for moisture movement [7 and 8]. 

On the other hand, experience has shown that, in many situations 
of practical interest, models based on heat conduction alone lead to 
acceptable predictions of the thermal regime. This is the case, for 
example, with structures where, according to the most conservative 
criteria for thermal design, cryosuction is eliminated by limiting the 
freezing zone to materials which are not frost susceptible [6 and 8]. 

When modeling is reduced to the solution of a nonlinear heat con
duction equation, use can be made of available numerical techniques 
based both on finite differences or on finite elements [8-11]. The finite 
element method, however, offers special advantages in geometrical 
descriptions and in dealing with complicated nonlinear and/or 
time-dependent boundary conditions. 

In this paper we describe a system of computer programs for ther
mal design of pavement structures, based on the finite element 
method and on a model of heat conduction alone. The general for
mulation of the finite element method for nonlinear heat conduction 
problems involving phase change has been reported elsewhere [10-12]. 
On the other hand, the programming system used for the present 
research includes several new features, such as improved techniques 
for the evaluation of thermal properties and boundary conditions. 
Besides, in this paper, the results of an extensive comparison between 
computed and measured temperature distributions are presented for 
different pavement structures, with reference both to long term and 
short term temperature variations. This way the accuracy of finite 
element simulations of realistic prfase change problems is demon
strated experimentally for the first time. 

Physical Aspects 
It has long been established that the thermal regime in a moist soil 
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Zone l-'laterial Dry density Moisture content Hydraulic 
(kg/m3 ) 

Percent o'f Degree of 
conductivity 

dry mass saturation 

I bitumen 2300 - 2500 1 - 3 0.95 - 1.0 very low 

crushed rock 
low to 

II gravel 1900 - 2100 3 - 5 0.10 - 0.20 
middle 

~and 

gravel 1900 _ 2100 3 5 0.10 0.20 
low to III - -sand middle 

IV inSUlation 30 - 40 ": 0 "'! 0 very low 
._-

clay 
middle V silt 1450 - 1700 15 - 25 0.8 - 1.0 
to high silty sand 

Table 1 Typical physical properties of road building materials referred to 
in Fig. 1 

gravel 
clay "I" silt _I ~and ""'1 'I 

c 1.0r-~------~~--.-~~~--~---, 
,£1 
'§ 0.8 
:J 

1ii en 0.6 

'00.4 
Q) 

~ 0.2 
Ol 
Q) 

~ O+-~-'-=--~~--r-~-.~--~~~ 
10-7 10-6 10-5 10-4 10-3 10-2 

equivalent diameter (m) 

Fig. 1 Dillerent heat transfer mechanisms and physical processes related 
to heat transfer in soils-The map Indicates prevailing influences of: (1) 
molslure diffusion; (2) vapour diffusion; (3) free convection In the waler phase 
at' > 0 DC or conduction; (4) free convection in air; (5) radiation; (6) con
duction; (7) cryosuction at , < 0 DC or conduction (dotted lines show the zone 
of Interest for road construction problems) 

or structure is influenced by interconnected heat and mass transfer 
processes. At present, a few models, taking into account all modes of 
transfer, are available [8, 13, 14]. However, they are of little use for 
design purposes, being based on drastic simplifications such as con
sideration of one-dimensional geometries only, exclusion of certain 
mechanisms of moisture transfer etc. Besides, mass transport prop
erties and boundary conditions for moisture movement are poorly 
known in most situations of technical interest. 

On the other hand, three different conditions must be satisfied si
multaneously in order to have phenomena such as cryosuction, 

moisture migration, ice segregation and frost heave. They are: 
-the soil must be frost susceptible; 
-the freezing zone must penetrate into areas of frost susceptible 
soil; 
-the freezing zone must have access to underlying sources of 
water. 

These conditions give the design engineer a choice of methods to 
avoid frost heave, because it is sufficient to remove or reduce one of 
them. 

The relative influence of different mechanisms of heat transfer in 
soils at temperatures below ° °c and of the physical processes related 
to them is described, in a qualitative manner, by Fig. 1. (This figure 
is reproduced from [15] and the area of cryosuction has been added 
after personal communication with the author.) With reference to the 
typical insulated pavement shown in Fig. 2 and to the physical data 
for standard materials reported in Table 1, the following consider
ations can be made. 

The bituminous surface I and the insulation layer IV may be re
garded as impermeable to water, compared to the soil materials. Table 
1 and Fig. 1 indicate that, in the base II and in the sub-base III, heat 
transfer takes place mainly by conduction and cryosuction does not 
occur. Instead the same is true for the sub grade V only as long as 
freezing is avoided there. 

Thus, if the insulation is effective in preventing the freezing zone 
from penetrating into the frost susceptible subgrade, mathematical 
models based on heat conduction alone can lead to acceptable pre
dictions of temperature distributions in road structures. Accordingly, 
the well-known equation for nonlinear heat conduction: 

at 
C-= v(kvt) 

aT 
(1) 

________ Nomenclature' __________________________________________________________________ __ 

C = heat capacity per unit volume (J/m3• 

K) 
C = heat capacity matrix, equation (15) 
e = emissivity of the boundary surface 
F = heat load vector, equation (16) 
k = thermal conductivity (W Im.K) 
K = thermal conductivity matrix, equation 

(14) 
n = outward normal to the boundary sur-

face 
N = shape function vector, equation (12) 
q = heat flux density (W 1m2) 

r = radius, cylindrical coordinate (m) 
S = cloud factor 
t = temperature (OC) 
t = vector of node temperatures, equation 
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(12) 
T = absolute temperature (K) 
x, y = Cartesian coordinates (m) 
ex = convective heat transfer coefficient 

(W/m2·K) 
r = boundary surface (m2) 

II = Stefan-Boltzmann constant (=5.67 WI 
m2.K4) 

T = time (s) 
II = domain of definition (m3) 

Subscripts 

a = air 
c = convection 
e = entering 
f = final 

i = initial 
f = leaving 
p = peak 
r = radiation 
rr = irradiation evaluated by means of a ra-

diometer 
w = surface 
x, y = in the (x, y) direction 
T = at the time instant T 

0, 1, 2 = reference states 

Superscripts 
e = element 
- = average value over a one day period 
( ) = average value over the time interval (T 

- Ll.T, T + Ll.T) 

Transactions of the ASME 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



® 

Fig. 2 Typical road structure Insulated to prevent frost heaving and Its dif
ferent zones: (I) bituminous surface; (II) base; (III) sub-base; (IV) insulation; 
(V)subgrade 
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Fig. 3 Estimation of heat capacity and thermal conductivity In soil freezing 
problems 

can be utilized for thermal design. The effects on thermal properties 
of the presence of moisture are included in the values of apparent heat 
capacity and thermal conductivity [8,16,17]. 

The obvious disadvantage of this approach is that the moisture 
content must be estimated from empirical relationships, such as the 
ones reported in [18]. However it is felt that, at the present stage, this 
is a much easier task than determining transport properties and 
boundary conditions for moisture movement. 

The next step toward a more comprehensive modeling would be 
to account for cryosuction in the frost susceptible subgrade. This way, 
furthermore, an acceptable amount of frost heave in pavements might 
eventually be calculated, thus relaxing somewhat present stringent 
design criteria [19]. 

Input and Contro l D a t a 
In addition to a description of the geometry considered, input data 

for thermal design systems include values of thermal properties of the 
materials used in the structure and of boundary conditions typical 
of the climatic region where the road is located. 

Control data instead are needed to evaluate results from thermal 
design systems. Thus they should include, at least, measured tem
perature distributions. 

Values of thermal properties of construction materials, climatic 
boundary conditions and control data for typical road structures have 
been collected by the Division of Refrigeration Engineering (DRE), 
which has been responsible for "thermal design methods and collec
tion of design data" in the Norwegian program for research on "Frost 
Action in Soils" [3, 6,15,18, 20, 21]. 

Under this project, four Test Roads and nine Field Stations for 
recording climatic regimes (RCR) have been built [6, 21]. Each test 
road is supplied with a field station, and the remaining field stations 
are distributed according to the different climatic regions in Nor
way. 

A typical experimental setup, complete with test road and field 
station, is described in [6, 21]. 

The test road is designed to fit an ordinary road which is regularly 
cleared from snow during winter. Most of the test road is insulated, 
but a small portion is built as a conventional road without insula
tion. 

Several temperature transducers allow determination of two-
dimensional temperature distributions in four different cross sections. 
Three of the measurement sections are placed in the insulated zone 
while the fourth one is located in the portion of the test road which 
is not insulated. 

At the road surface, air and surface temperatures and the net heat 
flow into the ground are measured. 

The RCR station is equipped with two smaller test fields. One is 
similar to an ordinary road with a bituminous surface, and it is kept 
free of snow to approximately the same extent as the test road. The 

other field has a natural, grass covered surface, and it is not cleared 
from snow in winter. 

In locations where only the RCR station is placed, the test field with 
the bituminous surface if fitted into an ordinary road. 

Temperature distributions are measured in both fields and a ra
diation balance is established for the bituminous surface by means 
of a radiation balance meter. Air temperature, evaluated according 
to metereological standards, relative humidity, direction and velocity 
of the wind were also accurately monitored. 

All experimental data are recorded on magnetic tape by a data 
logger for subsequent computer elaboration. 

This way complete heat balances for the various surfaces have been 
established and used for the determination of reliable climatic 
boundary conditions for thermal design systems. 

Thermal Properties. From equation (1) it follows that the 
physical properties of interest are thermal conductivities k and vol
umetric heat capacities C, the latter accounting for the latent heat 
of fusion. 

Material samples from all the test sites have been taken into the 
DRE and a great deal of experimental measurements have been 
performed before deciding on the most suitable procedures for the 
estimation of thermal properties. 

In this way Johansen was able to develop a semiempirical method, 
which is now widely used, for prediction of thermal conductivities of 
soils [15]. Details of this calculation procedure are reported in [15]. 
Here we will only say that thermal conductivities of moist soils can 
be estimated from the knowledge of soil texture, density of dry soil, 
degree of saturation, quartz and unfrozen water contents. 

Heat capacities of moist soils can be computed from very simple 
formulas, as suggested in [22]. Heat capacities are calculated as sums 
of capacities of the main components, soil particles-water-ice, plus 
a term depending on the variation, with respect to temperature, of 
the unfrozen water content [18, 22, 23]. 

However, if no moisture migration takes place, the total water 
content does not change during heat transfer processes. Therefore, 
thermal properties of a given soil, under the assumptions made here, 
can be considered as functions of temperature alone. It has been 
shown in [17] that, in such a case, an area-conserving triangle and a 
straight line can be used to interpolate heat capacity and thermal 
conductivity in the phase change zone. In the present study constant 
values have been assumed for thermal conductivity above and below 
freezing and for heat capacity below freezing. Heat capacity above 
freezing was assumed to be a linear function of temperature. 

The approximations made are illustrated in Fig. 3. Thermal 
properties for all the materials referred to in the computations are 
reported in Table 2. , 

Boundary Conditions. The determination of reliable climatic 
boundary conditions for thermal design systems requires a major 
research effort. 

The choice made here has been to rely on heat balances at the 
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Material and 

identifier 

bitumen 

gravel 

GR 9 

gravel 

GR 10 

gravel 

GR 11 

gravel 

GR 12 

subgrade 

SG 

clay 

C 

foamed 

polystyrene 

I 1 

foamed 

polyurethane 

I 2 

Temperatures and corresponding material p 

0 f p i 

t 

k 

c 

t 

k 

c 

t 

k 

c 

t 

k 

C 

t 

k 

c 

t 

k 

c 

t 

k 

c 

t 

k 

c 

k 

c 

-30. 

1.45 

1.99 

-30. 

0.80 

1.56 

-30. 

0.85 

1.60 

- 3 0 . 

2.58 

1.73 

-30. 

2.21 

1.84 

- 3 0 . 

2.70 

1.97 

- 3 0 . 

2.18 

1.94 

-30. 

0.032 

0.034 

-30. 

0.020 

0.141 

-0.9 

1.45 

1. 99 

-0.9 

0.80 

1.56 

-0. 9 

0.85 

1.60 

-0.9 

2. 58 

1.73 

-0.9 

2.21 

1.84 

-0.9 

2.70 

1.97 

-0.8 

2.18 

1.94 

— 

-0.04 

87.6 

-0.03 

44.0 

-0.01 

58. 2 

-0.04 

78.9 

-0.05 

118. 

-0.0 5 

252. 

-0.04 

290. 

~ 

^ 

0.0 

1.43 

2. 23 

0.0 

1. 28 

1.68 

0.0 

1.30 

1.76 

0.0 

1.70 

1. 96 

0.0 

1.93 

2.17 

0.0 

2.20 

2.70 

0.0 

1.22 

2.64 

— 

roperties 

1 

50. 

1.43 

2.48 

50. 

] . ?8 

1.93 

50. 

1. 30 

2.01 

50. 

1.70 

2.16 

50. 

1.93 

2.42 

50. 

2. 20 

2.85 

50. 

1. 22 

2.79 

50. 

0.033 

0.034 

50. 

0.025 

0.141 

Table 2 Material properties referred to in the examples of application: 
thermal conductivity fc(W/nvK) and volumetric heat capacity C(MJ/m3-K) 
are given as a function of temperature f (°C) 

surface of the roads. Two different types of heat balance descriptions 
have been utilized. The first, an instantaneous heat balance, is used 
for short term temperature variations, while the second, a kind of 
day-average heat balance, is used for long term temperature varia
tions. These balance equations, based on data from test roads and 
RCR stations, are separated into a radiation component and a con-
vective, sensible plus latent, component. 

With respect to temperature boundary conditions, the heat balance 
technique presents several advantages. First of all it enables the design 
engineer to simulate temperatures in the structures as entirely de
pendent variables, influenced on one side by geometry and thermal 
properties and on the other side by the impact of the climate. Besides, 
when heat balances are used to establish boundary conditions, mea
sured surface temperatures can be used as a very sensitive control of 
thermal regime predictions. 

The heat balance technique is illustrated here with reference to 
both the short-term and the long-term variations in boundary con
ditions. 

The heat balance on a road surface can be expressed as: 

qt = qc + q'r ' (2) 

where a distinction is made between convection and radiation flux
es. 

The equations representing the short-term variations of interest 
for differential icing problems have a very simple structure. 

The convection equation is: 

Qc = qc{ ~ qCe = a(t - ta) (3) 

where the global coefficient a is expressed as: 

of ss 3W/m2 • K for t - ta < 0; 

a s 4W/m2 • K for t - ta > 0 (4) 

and accounts both for the sensible and the latent heat transport in 
the test road location. 

The radiation equation is: 

qr = qre - qre = e<r(T4 - T r
4) (5) 

if the ground surface is considered "gray" and an apparent sky-ra-
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diation temperature is defined as: 

Tr = (qrrM1/4 (6) 

qrr being the measured sum of direct sky-radiation and of atmospheric 
radiation [21]. 

With long-term temperature variations, such as those of interest • 
for seasonal frost problems, average values of heat fluxes over one-day 
periods are utilized in the thermal design system. High frequency 
temperature oscillations at the boundaries do not influence long term 
temperature distributions in the road structure. Therefore, with 
seasonal frost problems, there is no need for detailed descriptions of 
instantaneous heat fluxes. The additional input data would just in
crease the computer time without improving the accuracy. 

With long-term variations, equations (3) and (5) are still used, but 
reference is made to one-day average values of the physical quantities 
involved. 

The global convection coefficient is evaluated from the expres
sions: 

a s 3W/m2 • K for t - ta < Ol 

a = 7 + 0.2 (t - i J W / m 2 • K for t - ta > Ol 

which are similar, in structure, to expressions (4) and hold good for 
the particular area where the long-term measurements were made. 
(It might not be pointless to observe here that different test roads were 
chosen for the short-term and the long-term measurements.) 

Instead, a completely different procedure, with respect to short-
term radiation measurements, has been followed in the estimation 
of one-day average values of the total irradiation qrr. It has been 
found, in fact, that this quantity can be correlated to meteorological 
parameters which are easily determined. For the specific area con
sidered in the long term simulations we have for example: 

qrr as [(1 - 0.1SK-200 cos 0 - 25 sin2 0 + 175)] 

+ \(crTa
4 - 80) + 0.0125S[4 + cos (0 - 0.16)]) (8) 

where qrr (W/m2) is the one-day average irradiation, S is the cloud 
factor ranging from 0, clear sky, to 8, full cloud cover, and 0 is defined 
by the equation: 

0 = 2ir(D + 9)/365 (9) 

D being the day number counted from the 1st of January. 
The first term in square brackets in equation (8) represents the 

short-wave direct sky radiation, while the second term represents the 
long-wave atmospheric radiation from the air and the clouds, re
spectively. If the part: 

(-200 cos 0 - 2 5 sin2 0 + 175) 

becomes negative, it is set equal to zero, since it means that the sun 
is below the horizon. 

For computing purposes only, qTr from equation (8) is converted 
into an apparent average sky temperature Tr using equation (6). Then 
the net radiation heat flux qr is evaluated from equation (5). 

The values e = 0.96 and e = 0.93 have been used in equation (5), 
respectively for the short-term and the long-term radiation bal
ances. 

F i n i t e E l e m e n t F o r m u l a t i o n 
The problem considered in this paper is governed, in region Q, by 

the nonlinear equation for heat conduction (1). 
Boundary conditions are: 

t = tw (10) 

on part of the boundary Ti and: 

kvt-n + q + qc + qr = 0 (11) 

on part of the boundary IV 
The terms q, qc, and qr represent, respectively, the imposed heat 

flux and the rates of heat flow per unit area due to convection and 
radiation, while n is the outward normal to the boundary surface. 

In the programs reference is made to two-dimensional geometries 
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but, by replacing k, C, q, qc, qr in equations (1) and (11) with rk, rC, 
rq, rqc, rqr solutions to three-dimensional axial-symmetric problems 
can be easily obtained [11 and 12]. 

The spacewise discretization of equation (1), subjected to boundary 
conditions (10) and (11) is accomplished using Galerkin's method as 
shown in [10-12]. 

The unknown function t is approximated, throughout the solution 
domain, by the relationship: 

t= ENj(x,y)tj(T) = N>t (12) 

where Nj are parabolic shape functions and tj are the node temper
atures. 

The n equations allowing the solution for n values of tj can be 
written in matrix form as [10-12]: 

K • t + C • t + F = 0 

Typical matrix elements are [10-12]: 

(13) 

Jw \ dx ax dv dv / 
dil 

+ 2 f aNjNfdT (14) 

Cj{ = 2 f CNjNedQ; (15) 

Fj = S f Nj(q + qr- ata)dT (16) 

where (/, t = 1, n). 
The set of equations (13) is nonlinear, since the matrices K, C and 

F are dependent on t. 
System (13) is solved using the three-time level algorithm described 

in [10-12], in a slightly modified form. First a "predictor" value of 
t'T+AT is computed as: 

t'r+Ar = ~[KT + 3Cr/(2AT)]-X[KT • tT 

+ KT • tT-AT - 3CT • tT-AT/(2AT) + 3(F)] (17) 

and (F) is evaluated with reference to an average value of qr over the 
time interval (T — AT, T + AT). By assuming linear variations of T and 
Tr with time we obtain: 

(qr) s ea [TT* ~ AT* + i (TV - TT-Ar] 

X ( l l T T
2 - 2 T r T T - i , + r , - A l

2 ) 

~" ~ I-^T+AT ~~ A.J—AT) 

X ( 1 1 A T + A T
2 + 18AT_ArAT+Ar + HA T -Ar 2 ) l (18) 

where: 

A = Tr (19) 

Then a "corrector" value of tT+AT is obtained from the equation: 

tr+Ar = -[K r + 3CT/(2AT)]-1[KT . tT + K • tT-Ar 

-3C r • tT_Al/(2Ar) + (¥T+Ar + FT + Fr_4,)] (21) 

where the predictor value tT+AT' is used to evaluate (9r)T+AT-
This way even sudden variations of the radiation heat flux can be 

followed very accurately. Besides, since the operations for evaluating 
K, C and the matrix inverse are performed only once every time step, 
the procedure is very efficient in terms of computer time. 

Thermal properties C and k are estimated as suggested in [10-12], 
with reference to the derivatives, with respect to temperature, of the 
enthalpy and of the thermal conductivity integral. This averaging 
process gives representative values of thermal properties even in the 
phase change zone. Obviously, in zones of constant temperature, re

course is made to the direct evaluation. 
The programming system includes the automatic time step ad

justment procedure described in [10-12]. Undulations arising from 
the "numerical noise" inherent in the approximations made are re
duced by redefining the vector tr_Ar as: 

t r -Ar - (tT+A7- + tT + tT_Ar)/3 

before starting the calculations for a new time step [24]. 

(22) 

Results 
The programming system used in the present investigation has been 

checked against the results of available analytical solutions for infinite 
slabs and corner regions [10,11]. Comparisons have been made also 
with solutions from finite difference and triangular element programs 
concerning complex geometries in addition to nonlinear and/or 
time-dependent boundary conditions. Agreement with previous an
alytical and numerical solutions was of the order of 1 percent [11]. 

The amount of geometrical data necessary to define a problem was 
greatly reduced, with respect to earlier numerical simulations, by the 
use of isoparametric elements. The capabilities of isoparametric el
ements in dealing with geometrically complex problems have been 
illustrated in [8,11]. 

In this paper the results of comparisons with experimental mea
surements are presented for the first time. 

Comparisons have been carried out for different road structures, 
with reference both to long-term and short-term temperature varia
tions. 

Boundary conditions of the first kind, i.e., measured temperature 
values at the road surface, were used at the beginning. This way we 
ascertained the reliability of the mathematical model [25]. 

Afterwards, only convection and radiation boundary conditions 
were utilized. The simulations always gave acceptably uniform pre
dictions of temperature distributions. This fact and the very large 
amount of comparison data produced [25], would make a detailed 
description of all the results obtained of little use and very space 
consuming. Thus only three examples of application are presented 
here. The first one concerns the seasonal frost problem, while the 
latter two pertain to the investigations on differential icing. 

The Seasonal Frost Problem. The test road referred to in this 
example, with an insulating layer 60-mm thick placed at a depth of 
71 cm, has the standard structure of the frost proof constructions il
lustrated in Fig. 2. 

Preliminary numerical calculations indicated that detailed geo
metrical descriptions of the surface layers do not improve predictions 
of one-day-average-temperature distributions in the road structure. 
In fact, the bituminous layer has a small thickness and is characterized 
by values of thermal diffusivity which do not differ much from the ' 
corresponding values for base materials. Therefore, in later analyses 
of seasonal frost problems, the influence of the bituminous layers on 
heat conduction was disregarded. However, the emissivity values of 
bitumen were, all the same, attributed to the external boundary 
surface. Accordingly, the finite element representation illustrated in 
Fig. 4 looks considerably simpler than the meshes used in earlier 
simulations of similar problems: only 19 parabolic elements and 70 
nodal points are utilized here. 

Thermal properties of the materials are reported in Table 2. Si
multaneous convection and radiation boundary conditions are im
posed at the road surface. The air temperature ta, the cloud factor S, 
and the apparent sky temperature tr resulting from meteorologic 
measurements are shown in Fig. 5. 

Equations (3), (7) and (5), (6), (8) are used in the estimation of heat 
transfer by convection and radiation, respectively. 

A constant temperature of 4.4 °C is imposed at the lower boundary 
while, as a first approximation, the lateral boundaries are assumed 
to be nonconductive. t 

The problem is started in June with the temperature distribution, 
calculated from a collection of measured temperatures at various 
levels, that is reported in Table 3. 

Computing time is of the order of 3.4 s per time step on a UNIVAC 
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Fig. 5 Air temperature ta, cloud factor 5 and apparent sky temperature t„ 
used in the simulation of seasonal frost problems—the value e = 0.93 has 
been assumed for the emissivity of the external boundary surface 

1108 machine. A total number of 215 time steps is required to com
plete the one-year simulation. 

Measured and computed temperatures on the surface and just 
below the insulation layer are compared in Fig. 6. The isotherm fields 
at different times of the year are shown in Fig. 7. As it can be seen, no 
freezing takes place in the frost susceptible subgrade below the in
sulation. 

The Differential Icing Problem. The insulating layer reduces 
heat flow and, consequently, temperature gradients in the subgrade. 
This way, if thermal design is correct, temperature oscillations in the 
frost susceptible subgrade are maintained in a safe, above 0 °C, range. 
On the other hand, when heat flow in the subgrade is reduced by the 
insulation, diurnal temperature oscillations in the upper layers are 
increased. As a consequence, higher day temperatures in summer and 
lower night temperatures in winter will ensue with respect to a con

ventional road. 
Therefore, in winter, low surface temperatures, resulting from 

outgoing night radiation to a clear sky, are a serious problem in in
sulated structures, expecially with top insulated roads. In order to 
avoid frost formation and differential icing on the road surface, the 
surface temperatures must be kept, approximately, at the same level 

y (in) 

TI (°C) 

y (m) 

TI (°C) 

0.00 

4 . 4 

14.00 

8 .4 

6.08 

4 . 0 

14.23 

9 . 8 

10.08 
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3.6 

14.33 

26.4 
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31.8 
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14.90 
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Table 3 Initial temperatures TI on June 1st, at various distances y from the 
lower boundary of the insulated road structure represented in Fig. 4 
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as the air temperatures. Numerical simulations of surface temperature 
variations are thus very useful in the comparison of different struc
tures with respect to the fulfilment of the above mentioned design 
criterion. 

Results concerning a conventional road with no insulation and a 
road with a 35-mm insulation layer close to the external surface, both 
subjected to the same climatic conditions, are presented here. This 
way the accuracy of the computer system in predicting short term 
temperature variations is assessed with reference to the two extreme 
situations of practical interest. 

In differential icing problems the influence of the surface layers of 
bitumen on instantaneous temperature distributions must be taken 
into account. Instead, diurnal temperature oscillations starting at the 
road sides do not reach the center of the structure. Accordingly, 
two-dimensional heat conduction effects are not of great importance 
here. Thus, the one-dimensional meshes presented in Fig. 8 have been 
used in the analyses: seven parabolic elements and 38 nodal points 
have been utilized. 

Thermal properties of the materials are reported in Table 2. The 
air temperature ta and the apparent sky temperature tr resulting from 
climatic measurements are shown in Fig. 9. Heat transfer rates by 
convection and radiation are computed from equations (3)-(5), re
spectively. The lateral boundaries and the bottom surface are assumed 
to be nonconductive. 

The problems are started at 5 p.m. with the temperature distri
butions, calculated from a collection of measured temperatures at 
various levels, that are reported in Table 4. 

Computing time is of the order of 1.4 s per time step on a UNIVAC 
1108 machine. A total number of 111 time steps is required to com
plete a 37-hr simulation. 

Measured and computed temperatures at the surface of the two 
road structures are shown in Fig. 10. 

As it can be seen, the greatest temperature drop occurs with the top 
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Not insulated Top inSUlated 

y (m) TI (oe) y (m) TI (oe) 

0.00 7.2 0.00 7,2 
1.10 8.1 1.10 8.1 
2.10 8.8 2.10 8.8 
2.60 9.0 2.60 9.0 
3.30 7.5 3.30 8.6 
3.80 6.0 4.40 7.3 
4.30 4.3 4.84 6.6 
4.80 2.2 4.90 6.3 
4.94 1.2 4.93 0.7 
5.00 0.0 5.00 - 0.2 

Table 4 Typical Initial temperatures Tlln winter, at various distances y from 
the lower boundaries of the not Insulated and the top Insulated road structures 
represented In Fig. 8 

insulated road. Since in this case the surface temperature is lower than 
the air temperature for most of the night, frost formation and dif
ferential icing can be expected. This result has been confirmed by 
temperature measurements and visual observations over a period of 
time [6]. 

Conclusions 
A model based on heat conduction alone has led to acceptable 

predictions of the thermal regime in road structures subjected to 
seasonal frost and to differential icing. However, the techniques 
presented here can be applied also to insulated structures on per
mafrost, subjected to seasonal thaw. 

The programming system used in this research is fast, accurate and 
sufficiently flexible to accommodate practically any soil freezing 
problem of technical interest described in terms of two-dimensional, 
plane, or axial-symmetric geometries, once the proper input data are 
available. 

Future improvements of the design system might include consid
eration of simultaneous heat and moisture transfer to calculate ac
ceptable amounts of frost heave. Besides, more general correlations 
for convection and radiation coefficients might be incorporated to 
enhance the transportability of the numerical results. 
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Transient Heat and iass Transfer 
in Soils in the Vicinity of Heated 
Porous Pipes 
This paper presents an analysis which describes the time dependent heat and mass trans
fer in soils. Local effective thermal conductivity as a function of soil material, moisture 
content and temperature were used from experimental data. Diffusion of liquid and vapor 
are both accounted for. Local thermodynamic equilibrium between liquid and vapor is as
sumed. Boundary conditions were chosen to represent a subsurface soil warming and irri
gation system. Surface heat exchange was included as a function of varying atmospheric 
and surface conditions. The spacing and depth of the pipes were varied to find their effect 
on moisture and temperature distribution within the soil for both summer and winter en
vironmental conditions. 

The result- of expressing the governing equations in finite difference form and solving 
them numerically on a computer are presented in the form of temperature and moisture 
content distribution curves for summer and winter conditions. The results agree well with 
existing laboratory data. A steady-state closed form conduction solution with surface con
vection is also presented. 

Seasonal soil temperature variations are also presented for three climates for heated 
and unheated soils. 

Introduction 

One of the techniques proposed to use the waste heat from power 
plants is soil heating through a series of parallel buried pipes. Soil 
heating increases the growing season in addition to increasing the 
growth rate of many plants. Initial experiments have shown drying 
around the pipes to be a serious problem that reduces the effective 
soil conductivity and moisture available for plant growth [l].2 One 
method proposed to solve this problem is to allow the pipes to bleed 
water through a series of holes providing subsurface irrigation as well 
as soil heating [2], The heat transfer problems associated with this 
type of system are complex due to the transient nature of environ
mental conditions and nonhomogeneous nature of the transport 
properties within the soil. The latter is further complicated by mass 
transfer of water, both in the liquid and vapor phases, within the soil. 
Most existing analyses of this problem employ steady-state as
sumptions, constant effective thermal conductivity, and assume 

1 Presently at: EG&G Idaho, Inc., Idaho Falls, Idaho. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
February 18,1977. 

surface temperatures are known. This paper presents the differential 
equations which describe the transient heat and mass transfer in soils. 
The results of expressing the equations in finite difference form and 
solving numerically on a digital computer are presented for a sandy 
soil containing a system of parallel, heated, porous pipes. The spacing 
and depth of the pipes were varied to present a method for optimi
zation of the depth and spacing for a given soil, crop, and location. The 
parameters for optimization were the increase in moisture content, 
the percent of the soil maintained above 24°C, and the average in
crease in temperature. 

In previous methods, heat transfer in soils has been treated by as
suming constant thermal conductivity and using the method of images 
to approximate the temperature distribution due to a buried pipe. 
Kendricks and Havens [3] utilized superposition to approximate the 
temperature due to a large number of pipes buried at uniform spacing 
and depth. Besides neglecting convection in the soil and assuming 
constant thermal conductivity, the equations of Kendricks and Ha
vens require that the soil surface temperature be specified, which is, 
in most cases, not known due to heat exchange mechanisms with the 
environment. 

Much of the work in the field of combined heat and mass transfer 
in soils has dealt with the thermocjynamics of irreversible processes. 
Cary and Taylor [4, 5] developed equations from the theory of irre
versible thermodynamics for the flux of heat and moisture in soils for 
saturated and unsaturated conditions, and experimentally found the 
pheomenological coefficients for these equations for various soils. Cary 
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[6] extended these experiments and equations to liquid, vapor and 
heat transfer in soils. These equations, however, are not applied to 
continuity or energy equations. 

Philip and de Vries [7] adopted a more classical approach utilizing 
Darcy's law for liquid flux, 

qe = -pwkV(t> 

which they transformed to 

q( = -DTeVT-DoeVd- „hi 

A diffusion equation for vapor transfer was similarly transformed 
from dependence on the gradient of vapor density to dependence on 
the gradients of temperature and liquid water content. These equa
tions were then substituted into the continuity equations. Subse
quently, de Vries [8] utilized the equations for liquid and vapor flow, 
and the continuity equations for vapor and liquid phases to develop 
an equation for evaporation rates. An energy equation was also de
veloped utilizing the moisture flux equations. These equations were 
then simplified to those corresponding to a steady-state one-dimen
sional case in which the liquid and temperature gradients are exr 
pressed in terms of the diffusion coefficients and the heat and mass 
fluxes. 

Fritton, et al. [9], using measured diffusion coefficients, compared 
results of the equations of Philip and de Vries to experimental results 
for soil exposed to several surface conditions. To obtain agreement 
between experimental and theoretical results they had to divide the 
measured water diffusivity by factors of 35 and 10. This discrepancy 
was attributed to hysteresis in the water tension curve and to the 
temperature dependence of the hydraulic conductivity. 

Analysis 

In the present analysis Darcy's equation for liquid flow in porous 
media was used, which can be written as, 

qe = ~PwkV<t> (1) 

Vapor flow was expressed by the diffusion equation as 

qu = -DVpm (2) 

The continuity equations for vapor and liquid phases are, respec
tively, 

and 

Dt 

d8 _ • _ 
pw PwV • fiV0 = -E 

dt 

(3) 

(4) 

Neglecting mechanical work and assuming the magnitude of the po
tential, <t>, is small and pu « pe, the energy equation is written as 

_ _ bT ~ -
v • x v r = {epwCoi + PaoVLcUtj — - pwCpekv<t> • VT + hlgE (5) 

In order to find p„ as a function of temperature and moisture con
tent, local thermodynamic equilibrium is assumed. The free energy 

of the water in the soil is 

assuming G = 0 for pure water. The free energy of the vapor is 

Gv RT In PJPV, 

where P„ is the vapor pressure and Puo is the saturated vapor pressure. 
For equilibrium G = Gvap and, therefore, 

RT In PJPm = gt 

-^=exp[fe / f lT] 
*uo 

Using the ideal gas law for constant temperature at the liquid-vapor 
interface, Pip = constant, the relationship becomes 

Puo 

P"aM 

: exp [ig/RT] (6) 

Equations (3)-(6) now provide four equations which yield solutions 
for pUt E, T, and 6, when data for \p, k, D, and A is provided. 

One difference between these equations and those of de Vries is that 
these equations contain gradients of vapor density and water tension 
whereas de Vries' transformed equations contain temperature and 
water content gradients only. Equations (3)-(6) have been expressed 
in finite difference form and solved numerically using an implicit 
scheme on a CDC 3300 digital computer. A more detailed presentation 
of the analysis can be found in references [10,11]. The finite difference 
form of the equations and a listing of the program can be found in 
reference [11]. 

The boundary conditions used for the computer simulations were 
chosen to approximate the conditions of the system being modeled. 
The vertical boundaries were modeled as insulated surfaces due to 
symmetry or due to the experimental configuration. The heating and 
irrigation pipe on a vertical boundary was modeled by specifying the 
temperature and moisture content at the node representing the pipe. 
A detailed nodalization in the vicinity of the pipe was not felt neces
sary due to the small expected pipe diameters. The lower horizontal 
boundary conditions in the soil for field simulations were specified 
as constant moisture content and temperature as dictated by water 
table data. For laboratory simulations, zero fluxes were specified. 

The boundary conditions at the soil surface were calculated as 
[13] 

qi = rain or irrigation rate 

9u = 'MPu.urfac, — Pv ambient) 

h e a t flUX = ^ (Tsu r f ace - ^ ambien t ) 

+ ^r4
s u r f a c e - <rT4

ambient (CB + 0.223\/PJ 

- (1 - 0.6C3)QO 

where 

CB Brunts coefficient, 

-Nomenclature* 

cp = specific heat at constant pressure 
c0 = specific heat at constant volume 
D ~ vapor diffusivity 
E = evaporation rate 
g = acceleration of gravity 
G = Gibbs free energy 
h = surface heat conductance 
hu = surface mass conductance 
hfg - heat of vaporization 
i = vertical unit vector 
k = hydraulic conductivity 

p = pressure 
q = mass flux 
R = universal gas constant 
5 = porosity 
t = time 
T = temperature 
V = gradient operator 
e <= emmisivity 
6 = water content 
X = thermal conductivity 

p = density 
a = Stefan-Boltzman constant 
<j> = total potential 
4> - thermodynamic potential of water in 

soil 

Subscripts 
£ = liquid 
v = vapor 
vo = vapor in air-filled pore 
w = pure liquid water 
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Fig. 1 Test case comparing calculated and experimental values—experi
mental values are underlined 

Pa - the atmospheric vapor pressure, 
C = the cloud cover (from 0 to 1.0), and 

<7o = the solar radiation incident upon the atmosphere. 

Measured weather data was used to specify the ambient tempera
ture, relative humidity, average wind speed, precipitation and cloud 
cover. 

Typical node spacings were 10 cm with a 50-cm vertical spacing 
below a depth of 200 cm. For simulating laboratory experiments, a 
4-cm node spacing was used. 

Results 
Several test cases were run to check the results of the computer 

program against the results of laboratory experiments. Plots of cal
culated isotherms and lines of constant moisture content for one 
steady-state test case are presented in Fig. 1. Also shown in Fig. 1 for 
comparison are selected experimental results [12] which are under
lined. The experiment modeled was for a sandy soil in a container with 
insulated sides and bottom, atmospheric conditions 22.7°C and 70 
percent relative humidity, and with a pipe on the wall at 32-cm depth. 
The pipe was maintained at 29° C and the moisture content of the 
adjacent soil was maintained at 0.27 cm3/cm3. The measured and 
calculated results of Fig. 1 are in good agreement. 

As a further check, a closed form, steady-state solution was obtained 
for the configuration shown in Fig. 2. Evaporation at the soil surface 
was neglected and the thermal conductivity assumed constant. The 
temperature distribution in the experiment is approximated by the 
closed form solution which is 

P i 

where P •• 

cos ( & — ) sin ( f t—) cos ( f t — ) cosh ( f t—) 

42ft + sin (2ft)] sinh ( f t—) 

cos* ( f t | ) sin ( f t l ) 

ft(2ft + sin (2ft)) tanh / f t — ) 

and the ft are the eigenvalues of the equation 

„ hD/X 
tan ft = —— 

Pi 

This solution is analogous to the Kendrick and Havens equation ex
cept that surface convection is included and the surface temperature 

X 
FREE CONVECTION TO ATMOSPHERE AT T„ 

INSULATED BOTTOM AND SIDES 
EXCEPT FOR A CONSTANT 
HEAT FLUX AS SHOWN THAT 
GIVES A TEMPERATURE OF T 0 
AT CENTER OF CONSTANT 
HEAT FLUX REGION -ff 

Fig. 2 Model for closed form solution simulating experimental arrangement 
shown in Fig. 1 

does not have to be specified. Fig. 3 presents the results of this closed 
form approximate solution for a configuration similar to the labora
tory experiment. Fig. 4 presents the results of the numerical computer 
program using uniform moisture content of 0.27 cm3/cm3. Figs. 3 and 
4 are in good agreement. The difference is due to the lower heat 
transfer at the surface in Fig. 3 which resulted from neglecting 
evaporation. 

Having thus validated the procedure, calculations were made to 
obtain temperature and water content profiles for various spacings 
and depths for summer conditions (August) and winter conditions 
(January). The results were obtained by imposing heat arid irrigation 
from the subsurface system upon initial temperature and water 
content distributions, while assuming: (i) weather conditions for 
January or August, typical of the Willamette Valley in Oregon; (ii) 
a constant temperature of 10°C at a depth of 1200 cm; (iii) a saturated 
condition at a depth of 200 cm with the water content = 0.45 cm3/cm3. 
The computer program was run for 31 time steps of one day each. The 
results then represent the temperatures and moisture contents due 
to one month of operation of the>soil warming and irrigation system. 
The weather conditions used were obtained by averaging the past 
conditions for each day over a 10-yr period. Therefore, the ambient 
conditions used varied from day to day. The pipe temperatures were 
chosen to correspond to the condenser cooling water temperature for 
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Fig. 3 Isotherms for a closed form solution for constant thermal conductivity 
with evaporation at the soil surface neglected 
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Table 1 Average temperature and moisture response of soil to a subsurface 
soil warming irrigation system 

0 4 8 12 16 20 24 28 32 36 40 

HORIZONTAL DISTANCE FROM PIPE - CM 

Fig. 4 Calculated isotherms (°C) for constant moisture content of 0.27 
cm3/cm3 

Depth 

January 
0-200 

0-100 

August 
0-200 

0-100 

Spacing 

140 
280 
S60 

140 
280 
560 

140 
280 
S60 

140 
280 
S60 

Pipe Depth (cm) 
50 

Percent 
Above 

1.08 
0.S7 
0.42 

2.16 
1.14 
0.84 

65.6 
20.7 
14.5 

83.2 
36.8 
10.0 

100 

of Soil 
24 C 

2.19 
0.86 
0.77 

1.50 
0.58 
0.46 

77.0 
28.2 
16.4 

72.2 
23.2 
16.3 

Pipe Depth (cm) 

50 

Ave. 

100 

Temp. 
Increase (C) 

5.12 
2.44 
1.44 

7.99 
4.22 
2.42 

7.12 
2.31 
1.99 

9.04 
4.15 
2.62 

6.06 
2.83 
1.76 

6.16 
3.05 
1.91 

8.50 
3.76 
1.65 

7.65 
3.69 
1.60 

Pipe D 

50 
3pth (cm) 

100 

Ave. Moisture 
Increase 
(cm-Vcrn^) 

.0634 

.0386 

.0254 

.104 

.0654 

.0423 

.0846 

.0569 

.0337 

.144 

.101 

.0601 

.0473 

.0264 

.0163 

.0673 

.0385 

.0237 

.0638 

.0397 

.0211 

.0997 

.0640 

.0346 

a power plant near Portland, Oregon using a cooling tower as the 
primary heat sink. These temperatures are 41°C for August and 29°C 
for January. The water content of the soil at the pipe was assumed 
to be nearly saturated at 0.44 cm3/cm3 due to water bled from the pipe. 
Experimental data for \j/, k, and X for a sandy soil were used. The data 
for \p were dependent on temperature and moisture content, while the 
data for k and X were dependent on moisture content. 

Calculations were made for pipe depths of 50 and 100 cm and for 
spacings of 140, 280, and 560 cm. Pig. 5 presents typical lines of con
stant temperature and moisture content as functions of depth and 
horizontal distance from the pipe for August weather conditions. The 
initial temperatures and moisture contents are presented to the right 
of the plots. 

Table 1 presents the percent of the soil maintained above 24°C, the 
average increase in temperature, and the average increase in moisture 
content in the soil from zero to 200-cm depth. These quantities are 
representative of the effect of the soil warming and irrigation system 

and may be used as measures of the effectiveness of a given configu
ration. 

An estimate of the effect of different irrigation methods is gained 
from Pigs. 6 and 7. These figures are the results of simulations of 31 
days of operation in August for a pipe depth of 50 cm and a pipe 
spacing of 140 cm. The irrigation methods presented are for heating 
with: (1) no irrigation, (2) irrigation at the heating pipe, and (3) irri
gation at the soil surface. The irrigation rates for cases 2 and 3 were 
both high at 10.8 cm/day. Pig. 6 indicates that irrigation at the soil 
warming pipe provides better soil heating. Pig. 7 shows that irrigation 
at the heating pipe also provides the highest moisture content in the 
soil. Much of the surface irrigation water evaporates. The moisture 
content did not vary appreciably at a given depth for surface or for 
no irrigation and the average moisture content is therefore presented. 
Irrigation at the heating pipe is therefore seen to be the most favorable 
irrigation method. 

In order to assess the effect of a continuously operated soil warming 
system, simulations were performed using average monthly weather 
data for the year 1970. A time step of one week was used and the 
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Fig. 6 Temperature distributions (°C) for various irrigation methods—the 
simulations are for average august weather data for Portland, Oreg. and for 
a pipe temperature of 4 1 ° C 

simulation was performed until the temperatures repeated. 
Fig. 8 presents the seasonal variation in average soil temperature 

at a depth of 10 cm for 1970 Portland, Oregon weather data. 
Figs. 9 and 10 present simulated seasonal 10-cm depth soil tem

perature variations for Athens, Georgia and for St. Paul, Minnesota. 
Similar plots can be obtained for any depth desired. 

The seasonal temperature histories could be used as an estimate 
of the extension of the growing season due to higher soil temperature. 
As an example, the growing season in Portland, Oregon, for a crop 
requiring a minimum soil temperature of 10° C is estimated from Fig. 
8 as May to November for an unheated soil and is nearly the full year 
for a heated soil. 

The growing season is, therefore, limited only by the air tempera-
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tures where soil heating is employed in a climate similar to that of 
Portland, Oregon. 

C o n c l u s i o n s 

While the results presented in Table 1 do not alone provide an 
optimum spacing and depth for the pipes, several generalizations can 
be made. The 50-cm pipe depth provides better irrigation than the 
100-cm pipe depth. This is due to the effect of gravity on the flow of 
water and to the drying of the upper region of the soil through evap
oration at the surface. From the standpoint of irrigation then, the pipe 
spacing should be small and the pipe depth should be as shallow as 
possible. Cultivation requirements demand a depth of at least 32.0 
cm. 

A pipe depth of 50 cm appears to produce greater heating effects 
for crops with a root depth of 100 cm than the 100-cm pipe depth. 
Furthermore, for a root depth of 200 cm, the heating effects are not 
greatly diminished by the shallower pipe depth. Since the cost of in
stallation of the subsurface soil warming and irrigation system in
creases greatly with the depth of the pipes, it is recommended that 
the pipes be placed at the shallowest depth soil preparation will 
allow. 

As expected, the heating effects increase with decreasing pipe 

HEATING AT 
140 cm PIPE SPACING 

Fig. 7 Moisture content distributions ( c m 3 / ™ 3 ) for various irrigation 
methods. The simulations are for average August weather data for Portland, 
Oreg. and for a pipe temperature of 11 "C 

JO J 

M O N T H 

Fig. 8 Simulated Annual temperature variation at 10 cm depth in Portland, 
Oreg., 1970—pipe depth is 50 cm 
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Fig. 9 Simulated annual temperature variation at 10-cm depth in Athens, 
Ga., 1970—pipe depth is 50 cm 

spacing. Since the heating and irrigation effects increase with de
creasing pipe spacing and the cost of the system is inversely propor
tional to the pipe spacing, an economic optimization must be per
formed to find the best pipe spacing. In order to perform such an 
optimization, one must be able to quantitatively specify the increase 
in crop yield due to the increased moisture content and temperature 
produced by the particular spacing. While such an optimization may 
be difficult, it is felt that an agronomist would find the results of the 
computer program of great use in selecting a pipe spacing and in es
timating the possibility of raising two crops instead of one due to the 
extension of the growing season by the soil warming system. 

Irrigation at the heating pipe is recommended to provide better soil 
warming and higher moisture content (or lower irrigation rates). 

It is felt that the computer program provides a method for analyzing 
the effects of a soil warming and irrigation system and would be useful 
in selecting a pipe spacing for a given installation. It is also felt that 
improvements could be obtained by modeling the effects of the plant 
roots and foliage. 
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Transient Pool Boiling Heat Transfer 
Part 1: Incipient Boiiing Superheat 
Incipient boiling superheat for exponentially increasing heat inputs to a platinum wire 
supported horizontally in a pool of water was measured for exponential periods ranging 
from 5 ms to 10 s and for subcoolings ranging from 25 to 75K under atomospheric pressure. 
The heat transfer coefficient before the initiation of boiling was related to those by con
duction and by natural convection. The heat flux at the incipient boiling point increased 
with the decrease in the period. The log-log.plot of the heat flux against the superheat at 
the incipient boiling point had a single asymptotic line of slope 2 which was independent 
of subcoolings in the high heat flux region. On the other hand, as the heat flux decreased 
to zero, the superheat tended to approach to a constant value for each subcooling. This 
asymptotic superheat at zero heat flux was higher for higher subcooling. Transient incipi
ent boiling superheat was reasonably explained by the combination of two kinds of incipi
ent boiling models. 

Introduction 

A step input of reactivity in a nuclear reactor will result in a power 
excursion in which reactor power rises exponentially with time. The 
exponential period is shorter for a larger size of the step reactivity. 
The study of the incipient boiling superheat due to an exponential 
increase in heater power, therefore, is important for the safety eval
uation of a nuclear reactor under reactivity accident. 

The heat transfer coefficient before the incipient boiling point for 
an exponential heat input Q0e

 (/i° to the heater varies with the expo
nential period to- Therefore, the heat flux at the incipient boiling point 
also varies with the period. The relation between the superheat and 
the heat flux at the incipient boiling point for the heat inputs with 
various exponential period should be made clear quantitatively. 

Johnson, Schrock, et al. carried out an incipient boiling study for 
exponentially increasing heat inputs under atmospheric and pres
surized conditions [1,2].1 Johnson showed that the incipient boiling 
superheat was higher for shorter exponential period and for lower 
system pressure and suggested that boiling commenced at the inter
section of the transient nonboiling curve and the steady nucleate 
boiling curve [3]. 

Hall and Harrison investigated extremely fast transient boiling of 
water at atmospheric pressure [4]. They applied the same type of 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
November 11,1976 

analysis as was proposed by Hsu [S] for the prediction of incipient 
boiling superheat due to the heat input exponentially increasing with 
time. They showed that the observed incipient boiling superheats were 
considerably higher than the predicted values. 

The purpose of this study is to make clear experimentally the 
relation between the superheat and the heat flux at the incipient 
boiling points for exponentially increasing heat inputs to a heater in 
subcooled water under atmospheric condition and to propose a model 
which explains the observed relation for subcoolings. 

Apparatus and Method 
Boiling Vessel. A cylindrical stainless steel vessel of 20 cm in 

diameter and 25 cm in height was used as the boiling vessel. The water 
temperature in the vessel was kept constant by an outer bath. The 
vessel system was held on a soft cushion to prevent outer disturbances 
from entering into the vessel. 

Test Heater. A platinum wire heater of 1.2 mm in diameter and 
97.9 mm long was supported horizontally in the vessel. In order to 
prevent the error due to the heater terminal effect, two fine wires were 
spot-welded as potential taps on the heater surface 27.1 and 25.0 mm 
apart from each terminal. The effective length of the heater was 45.8 
mm. 

Heating System. The schematic diagram of the heating system 
is shown in Fig. 1. The platinum wire heater was heated by the elec
trical current from a power amplifier. The input signal of the power 
amplifier was controlled by a high-speed analogue computer so that 
the heat generation rate of the heater accorded with the desired one. 
Instantaneous heat generation rate in the heater was calculated by 
the computer and was compared with the reference signal corre-
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Fig. 1 Schematic diagram of the heating system 

sponding to the desired heat generation rate. The difference voltage 
between these signals was highly amplified and fed back to the power 
amplifier so as to minimize the difference. The instantaneous average 
temperature of the heater was also calculated by the computer. As 
soon as it rose up to the preset value, the input signal of the power 
amplifier was shut off to protect the heater from melting. The power 
amplifier consisted of 800 transistors in parallel which supplied the 
current up to 2000 amperes at a power level of about 80 kW. Its power 
source was the storage batteries. By a modified analogue computer 
program, it was possible to control the input signal of the power am
plifier so that the heater temperature accorded with the desired one. 
Stable transition boiling was realized with this system [6]. 

Measurement of the Heat Flux and Surface Temperature of 
the Heater. A bridge circuit including the heater between two po
tential taps as one branch shown in Fig. 1 was balanced before each 
experimental run for the bulk water temperature. When an expo
nential heat input was applied to the heater, the heater temperature 
increased and the bridge became unbalanced. The instantaneous 
output voltage of the bridge circuit VT and the voltage drops across 
the bridge circuit VB, across the heater VR, and across the standard 
resistance V> were recorded on an electromagnetic oscillograph. The 
instantaneous electrical resistance of the heater was determined from 
the values of VT and VB. The average temperature of the heater Ta (t) 
was calculated from the value of the electrical resistance with the aid 
of the previously calibrated resistance-temperature relation. The heat 
generation rate of the heater Q{t) was determined from the values of 

VR and Vj. The instantaneous heat flux from the heater q(t) is the 
difference between the heat generation rate per unit surface area 
DQ (t)/4 and the rate of change of energy storage in the heater phC^D/i 
(dTa (t)/dt) obtained from the faired average temperature-time curve 
where PH, Ch are the density and the specific heat of the heater ma
terial. It was assumed that the surface temperature of the heater was 
uniform. The surface temperature Ts(t) was calculated from the 
nonsteady thermal conduction equation in the heater having a time 
dependent heat generation rate Q(t) and the heat flux q(t) as a 
boundary condition at the surface. All these calculations were carried 
out by a digital computer. The uncertainties are estimated to be within 
± 1 percent in the heat generation rate, ± 2 percent in the heat flux 
and to be within ± 1 K in the surface temperature. 

Incipient Boiling Detection. The inception of boiling was de
tected with the use of a piezoelectric hydrophone using a lead-zir-
conium-titanate crystal sensing element 40 mm away from the heater, 
since a pressure wave is known to be generated at an early stage of the 
bubble growth. Maximum allowable temperature of the hydrophone 
was 353 K. Its output signal was amplified and recorded on the elec
tromagnetic oscillograph together with the signals from the bridge 
circuit including the heater. Frequency characteristics of the overall 
detection circuit were flat from 1 Hz to 1 kHz where the sensitivity 
was 0.1 mm/iitbar on the oscillograph paper, - 3 dB at 2 kHz and -22 
dB at 10 kHz. It was estimated from Robinson's results of pressure 
disturbance caused by the bubble growth [7] that the inception of 
boiling would satisfactorily be detected with this sensitivity. 

E x p e r i m e n t a l P r o c e d u r e 
Prior to each series of experiments, the test heater surface and the 

inner surface of the boiling vessel were cleaned with trichloroethylene 
followed by thorough rinsing with hot distilled water. Distilled and 
deionized water was then filled in the boiling vessel and the water was 
boiled for more than half an hour by a gas heater to remove dissolved 
gases. The free surface of the water was immediately covered with a 
sheet of Teflon to prevent the dissolution of air. This procedure was 
effective and the reproducibility of the incipient boiling superheat 
results was proved to be within ±1K. The water temperature in the 
outer bath had been adjusted by a thermostat with an immersion 
heater and a stirrer. The water temperature in the boiling vessel was 
measured by a mercury thermometer and when it reached the desired 
value, the stirrer and the immersion heater of the outer bath were 
turned off to prevent their noises during the experimental run. The 
time needed for the longest run was less than one minute and no ap
preciable change in the bulk water temperature in the boiling vessel 
was observed during the run. An exponentially increasing heat input, 
Q = Qoet,to was then applied to the test heater by using the heating 
system. The heat flux and the surface superheat at the incipient 
boiling point were measured. 

Steady boiling curve for the same heater was also measured by 

- N o m e n c l a t u r e 

a = y/r, constant 
b = r/rc, constant 
c/j = specific heat of heater material 
C( = specific heat of liquid 
D = heater diameter 
Gr = Grashof number 
hc = conduction heat transfer coefficient 
hm = (/»„« + hn*)W 
hn = natural convection heat transfer coef

ficient 
k = thermal conductivity of liquid 
P = pressure 
Pr = Prandtl number 
Q = heat input (heat generation rate per unit 

volume) 
q = heat flux 

r = radius of bubble nucleus 
rc = cavity mouth radius 
rcu = maximum unflooded cavity mouth ra

dius 
T = temperature 
Ta = average temperature of the heater 
Ti = surface temperature of the heater at the 

incipient boiling point 
Too - maximum value of the heater surface 

temperature after initiation of boiling 
Ts = surface temperature of the heater 
Tsat = saturation temperature 
T„ = liquid temperature at y = °° (uniform 

liquid temperature before heating com
mences) 

to = exponential period 
AT; = Ti — Tsat, maximum temperature ov

ershoot 
AT„„ = T0i, — Tsat, incipient boiling super

heat 
ATsa( = Ts - Tsat, heater surface super

heat 
ATSU6 = TSat - T-, liquid subcooling 
y = distance from heater surface 
01 = advancing contact angle 
02 = receding con tac t angle 

Ph - dens i ty of hea te r ma te r i a l 

Pe - dens i ty of l iquid 

a = surface tens ion of l iquid 

Subscripts 

i = incipient boiling point 
t = liquid 
v — vapor 

548 / VOL 99, NOVEMBER 1977 Transactions of the ASME 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



gradually decreasing the heat flux from the value near the steady 
critical heat flux. The reproducibility of the curve was excellent: the 
uncertainty of the surface superheats for the heat fluxes in the steady 
nucleate boiling curve was within ±1K. 

Results 
The incipient boiling for heat inputs exponentially increasing with 

time was studied by a series of experiments with the exponential pe
riods from 5 ms to 10 s and for subcoolings of 25,35,50, and 75K under 
atmospheric condition. 

Transient Boiling Process. Fig. 2 shows typical changes in the 
heater surface temperature and the heat flux with time for the ex
ponential heat input. The heater surface temperature at first increases 
with the increase in the heat input. Boiling commences at T; beyond 
saturation temperature Tsat. The heater temperature continues to 
increase up to Tov, then decreases and again increases with lower rate. 
When the heat flux reaches a certain value, qmax, which is named the 
transient maximum heat flux, the heater temperature rapidly in
creases. The temperature differences of AT",- = T; — Tsat and AT0V = 
Tou — Tsat are called the incipient boiling superheat and the maximum 
temperature overshoot, respectively. This transient phenomenon is 
shown in Fig. 3 as a plot of log q versus log ATsat by the solid line. The 
superheat ATsat is the difference between the surface temperature 
of the heater and the saturation temperature. The steady boiling curve 
for the same heater is also shown in the figure by a broken line for 
comparison. The incipient boiling point in this case lies on the left-
hand side of the steady boiling curve. 
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Fig. 3 The relation between heat flux and superheat for the experimental 
run shown in Fig. 2 

Heat Transfer before the Commencement of Boiling. When 
an exponentially increasing heat input was applied to the heater im
mersed in the pool of water, the heater surface temperature and the 
heat flux increased as shown in Fig. 2. The heat transfer coefficients 
at several surface temperature points before the commencement of 
boiling were calculated on each of the experimental results for the 
periods ranging from 5 ms to 10 s. The typical results of these calcu
lated heat transfer coefficients at Ts = 363 K and at Ts = 383K for 
ATsub = 25 K are shown versus period in Fig. 4(a). In the region of 
short periods, they are independent of the surface temperature and 
increase with the decrease in the period. On the other hand, in the 
region of long periods, they approach a constant value which is higher 
for higher surface temperature. Similar relations between the heat 
transfer coefficient and the period were obtained for the subcoolings 
of 35, 50, and 75K. The results for the subcooling of 50K are shown 
in Fig. 4(b). It is shown by the comparison between the heat transfer 
coefficients in Fig. 4(a) and those in Fig. 4(b) at the same periods and 
surface temperature that they are independent of subcooling in the 
region of short periods but they are higher for higher subcooling in 
the long period region. There seem to be two asymptotic lines; one is 
independent of the surface temperature and of the subcooling and 
the other is dependent on them. 

Incipient Boiling Superheat. The values of incipient boiling 
superheat for periods ranging from 5 ms to 10 s and for subcooling of 
25K are shown in Fig. 5. Heat transfer processes before the com
mencement of boiling for some of the experimental runs are shown 
by broken lines in the figure. The steady boiling curve for the same 
heater is also shown in the figure for comparison. The heat transfer 
coefficient and therefore the heat flux at the incipient boiling point 
is higher for shorter periods. The incipient boiling superheat is almost 
independent of the heat flux in the low heat flux region but is heat flux 
dependent is the high heat flux region. Incipient boiling points for the 
periods shorter than 1 s are on the left-hand side and those for the 
periods longer than 1 s are on the right-hand side of the steady boiling 
curve. The relation between the superheat and the heat flux at the 
incipient boiling point for different subcoolings are shown in Fig. 6. 
There seems to be an asymptotic line of slope 2 which is independent 
of subcoolings for high heat fluxes. On the other hand as the heat flux 
decreases, the superheat at the incipient boiling point tends to ap
proach a constant value for each subcooling. This asymptotic super
heat becomes higher with the increase in subcooling. 

Maximum Temperature Overshoot. The maximum tempera
ture overshoot ATo„ for various subcoolings is shown versus period 
in Fig. 7. The incipient boiling superheat AT,- is also shown in the 
figure for comparison. The maximum temperature overshoot is higher 
for shorter period and for higher subcooling and is higher than the 
incipient boiling superheat for the same period. The difference be
tween AT0u and AT; becomes greater for shorter period. 

D i s c u s s i o n 
Comparison with Conventional Results. Johnson, Schrock, et 

al. measured the incipient boiling superheats for exponential heat 
inputs under subcooled conditions at atmospheric pressure [1]. Their 
measured values for each period were considerably scattered. Johnson 
took the mean of the values for each period and showed its depen
dence on period and on subcooling. The mean values for period 5,15, 
and 50 ms were 18.9,15.0, and 16.1 K respectively for the subcooling 
lower than 5.5 K. They were 25.6,19.4, and 20.5 K respectively for the 
subcooling of 23.3 K and 35.6, 25.6, and 18.9 K respectively for the 
subcooling of 62.2 K [3], The mean values are considerably higher than 
our results for the same periods shown in Fig. 7. 

Johnson presented a quasi-steady state nucleate boiling model 
which predicted that the boiling commenced at the intersection of 
the transient nonboiling curve and the steady boiling curve [3]. 
However, it is clearly seen in Fig. 5 that the incipient boiling points 
do not generally lie on the steady boiling curve. Moreover, as shown 
in Fig. 6, the relation between the heat flux and the superheat at the 
incipient boiling points is different from one another depending on 
subcooling. These experimental results obviously reject the incipient 
boiling criterion by the model. 
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Hall and Harrison measured the incipient boiling superheats under 
atmospheric pressure for the exponential periods ranging from 0.7 
to 5 ms [4]. The longest period in their work corresponds to the 
shortest one in ours. The incipient boiling superheats for the period 
of 5 ms shown in their graph are 42 K for the subcooling of 24 and 42 
K, 50 K for the subcooling of 62 K and 52 K for the subcooling of 80 
K. These are 20 K or more higher than our results for the same period. 
They supposed that the incipient boiling superheat was equal to the 
maximum temperature overshoot. However, as shown in Fig. 7, the 
maximum temperature overshoot is higher than the incipient boiling 
superheat and the difference between these values is about 20 K at 

the shortest period tested. They applied the same type of analysis as 
was proposed by Hsu [5] to the prediction of incipient boiling super
heat for the exponentially increasing heat input. They reported that 
the incipient boiling superheat observed were about 30 K higher than 
the predicted values. This difference and the difference between their 
and our results mentioned before would be reduced if they had mea
sured the incipient boiling superheat instead of the maximum tem
perature overshoot. The temperature overshoot phenomenon is in
vestigated in more detail in Part 2 of this research which will follow 
in a subsequent paper. 
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Fig. 7 Maximum temperature overshoot and incipient boiling superheati 
a function of exponential period with subcooling as the parameter 

Heat Transfer before the Commencement of Boiling. It was 
mentioned previously that the log-log plot of the nonboiling heat 
transfer coefficient against period shown in Figs. 4(a) and 4(6) seem 
to have two asymptotic lines for short and long periods respective-

ly-
If the period is sufficiently short and therefore the increasing rate 

of the heat input and the corresponding increasing rate of the surface 
temperature are too rapid for natural convection to contribute ap
preciably to the heat transfer before boiling commences, water would 
act as an infinite solid with regard to heat transfer. The heat transfer 
coefficient in this case can be obtained as a function of time by solving 
the transient heat conduction equation. The coefficient for expo
nential heat input obtained with this procedure is infinite at t = 0 but 
it decreases rapidly and approaches a certain asymptotic value of hc 

with the increase in t/to [8]. For t/to a 3, it is well expressed by 

he- = (kpeCtltoY'tK^DmiKoinDm (1) 

where y. = (peCe/kt0)
1/2, and KQ and K\ are the modified Bessel 

functions of the second kind of zero and first orders. The initial value, 
Qo, of the exponential heat input in the present investigation is so low 
that the increase in heater temperature before t/to = 3 is insignificant 
and therefore the curve predicted by equation (1) will correspond to 
the asymptotic line for the short periods. 

On the other hand, when the increasing rate of the heat input is 
sufficiently low, heat would be transferred by natural convection. 
Natural convection heat transfer coefficient hn is expressed by the 
following equation [9]. 

0.53 k (GrPr)1/4/!) (2) 

The value of hn is dependent on the surface temperature of the heater 
and the subcooling. This will correspond to the asymptotic value for 
the long periods. 

The values of hn at Ts = 363 and 383 K for ATmb = 25 K and those 
at Ts = 353 and 383 K for ATmb = 50 K are shown in Figs. 4(a) and 
4(6) respectively. The curve predicted by equation (1) is also shown 
in these figures. The curves predicted by equation (1) and equation 
(2) at each surface temperature are the asymptotic lines for short and 
long periods respectively as expected. The results of the nonboiling 
heat transfer coefficients for the period shorter than 0.1 s are well 
expressed by equation (1) and those for the period longer than 5 s are 
by equation (2). The intermediate period region (0.1 s < to < 5 s) is 
the transition region from natural convection heat transfer to con
duction heat transfer. The nonboiling heat transfer coefficients for 
the ranges of exponential period and subcooling tested including those 

in the transition region are found to be well expressed by the following 
empirical formula 

hm = (h^ + /l„4)l/4 (3) 

The curves predicted by equation (3) for each surface temperature 
are shown in Figs. 4(a) and 4(6). 

Incipient Boiling Superheat. It is commonly accepted that 
bubbles originate at small cavities on the heater surface. If the active 
cavities of mouth radii bigger than rcu do not exist on the surface but 
those smaller than rcu are continuously distributed, conditions re
quired to initiate boiling for transient heat input would be presented 
by the following model obtained by extending the formulation by Hsu 
[5] and Rohsenow [10]. 

The bubble nucleus of radius r is sitting at the cavity mouth of ra
dius rc at equilibrium, where r is related to rc by r = brc. The force 
balance equation for the bubble nucleus is given as 

Pn = P{ + 2a/r (4) 
The temperature of the vapor in the bubble nucleus is higher than the 
saturation temperature at the liquid pressure and it can be obtained 
as a function of r by combining equation (4) with the temperature-
pressure relation of saturated steam from steam table: 

Tv = /(r) (5) 

The temperature profile in the liquid near the surface is expressed 
as a linear equation of the distance from the heater surface, y, as 

Te = Ts- qy/k (6) 

It is postulated that initial boiling will occur when the liquid tem
perature at the position y = ar reaches the vapor temperature given 
by equation (5). The relation between incipient boiling heat flux and 
superheat is given by the following equations. 

• [ A 7 W ( 6 r c J + Tsa(] 

kdf(r)\ 
r = brcu 

(7a) 

(76) 

a dr I r=bra 

where r; is a positive root of the equation 

df(r) 

dr 
a 

The relation between AT,- and the period can also be obtained by 
combining equation (3) with equations (7a) and (76). This model is 
called in this paper the "superheated thermal layer model." 

The values of "a" and "brcu" were fitted by the least square method 
so that equations (7a) and (76) may express the experimental results 
for each subcooling shown in Fig. 6. The reasonable value of a was 1.8 
independent of subcooling and the values of brcu were 2.69,2.16,2.29, 
and 1.53 /im for subcoolings of 25, 35, 50, and 75 K respectively. In 
fitting these values, only the data points for the period shorter than 
0.1 s were used where heat transfer before the commencement of 
boiling is solely by conduction. The reason is that for the period longer 
than 0.1 s, the temperature distribution on the heater circumference 
may not be uniform owing to the effect of natural convection. If it is 
not uniform, the calculated surface temperature by supposing a 
uniform temperature distribution on the heater surface will be lower 
than that at the place of highest surface temperature where boiling 
commences. The curves predicted by equations (7a) and (76) with 
the fitted values of a and brcu are shown in Fig. 6. All of the experi
mental results including those for to > 0.1 s for subcoolings of 25,35, 
and 50 K are well expressed by these curves. However, for subcooling 
of 75 K, the experimental results for t0 £ 0.5 s are nearly on the curves 
but those for to > 0-5 s are about 3 K lower superheat side, presumably 
because of the aforementioned error. 
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If the position y = 1.8 r is postulated to be at the top of the bubble 
nucleus, the value of "b" will be geometrically determined to be 1.67 
and the values of rcu are determined from the values of brcu to be 1.61, 
1.29,1.37, and 0.92 nm for subcoolings of 25,35,50, and 75 K respec
tively. On the other hand, if the shape of the bubble nucleus is pos
tulated to be hemispherical (6 = 1), the values of rcu are equal to those 
of brcu. Two different values of rcu for the same subcoolings are ob
tained corresponding to these two postulations. It is impossible in the 
present investigation to determine which postulation would be more 
appropriate. The values of a and b were postulated by many workers. 
Hsu postulated that o = 1.6, b = 1.25 [5], Bergles and Rohsenow, a 
= 1,6 = 1 [11], and Han and Griffith, a = 1.5, 6 = 1 [12]. The value 
of a determined in this work is close to those by Hsu and by Han and 
Griffith. Rohsenow indicated that the trend predicted by equation 
(7a) with a = 6 = 1 could not clearly be observed in a large number 
of available experimental data [10]. 

The asymptotic superheat at zero heat flux for each subcooling is 
obtained from equation (7a) with a; = 0. The superheat corresponds 
to the incipient boiling superheat in the isothermal liquid. Fabic 
suggested a model which predicts the incipient boiling superheat in 
the isothermal liquid [13]. In this model, the radius of the maximum 
unflooded cylindrical cavity under subcooled condition is give by 

2<ro eos (ir — 8\) 
(8) 

where 8\ is the advancing contact angle and suffix "0" refers to the 
initial subcooled condition. Boiling commences when the force balance 
on the bubble meniscus in the maximum unflooded cavity breaks. The 
incipient boiling condition thus is 

Pm = Pe + 
2a cos 02 

(9) 

where 82 is the receding contact angle. The incipient boiling superheat 
ATt is obtained from Pui by the use of the steam table. This model is 
called in this work the "cavity model." 

The values of rcu predicted by this model are shown by the broken 
line in Pig. 8 together with those obtained from the experimentally 
determined values of brcu with 6 = 1.67. The latter radii are more than 
two times as big as the former ones but the trend of dependence on 
subcooling is comparable. The values of rcu with 6 = 1, which are not 
shown in the figure, are 1.67 times as big as those with 6 = 1.67 and 
are also comparable in the trend of dependence on subcooling. 

The incipient boiling superheats predicted by the cavity model were 
compared in Pig. 9 with the asymptotic superheats obtained from 

equation (7a) with qi = 0. The superheat predicted by this model 
which is shown by the broken line, is higher than the asymptotic su
perheat but the dependence on subcooling again is comparable. Here 
in both comparisons of rm and the superheat, the advancing and the 
receding contact angles suggested by Fabic, 8\ = 108, 02 = 66 were 
used. However, these contact angles would vary for different heater 
materials and the disagreement in Figs. 8 and 9 may partly be due to 
the difference in contact angles. The shape of the cavity in the com
mercially prepared surface would not be cylindrical and this will also 
affect the incipient boiling superheat. Incidentally, if the disagreement 
is supposed to be solely due to the difference of contact angles, the 
best agreement of rcu and of AT; is obtained when 8\, 62 are chosen 
to be 136 and 52 deg as shown in Figs. 8 and 9. 

It is shown by the discussion herein that the incipient boiling su
perheat for the transient heat input would be reasonably explained 
by the combination of the superheated thermal layer model and the 
cavity model. 

In forced convection systems under steady state condition, the 
nonboiling heat transfer coefficient varies with the flow rate. It is 
expected by our study that the incipient boiling superheat for the 
variation of flow rate would be predicted by equations (7a) and 
(76). 

Conclusions 
The heat transfer coefficient before the commencement of boiling 

for the exponential heat input is given by equation (3) as the combi
nation of the conduction and the natural convection heat transfer 
coefficients. 

The heat flux at the incipient boiling point increases with the de
crease in the exponential period. The log-log plot of the heat flux 
against the superheat at the incipient boiling point has a single as
ymptotic line of slope 2 which is independent of subcoolings for the 
high heat flux region. On the other hand, as the heat flux decreases 
to zero, the superheat tends to approach a constant value for each 
subcooling. This asymptotic superheat at zero heat flux is higher for 
higher subcooling. 

The relation between the superheat and the heat flux at the in
cipient boiling point is well expressed by equations (7a) and (76) with 
the fitted values of a and brcu- The fitted value of a was 1.8 inde
pendent of subcooling. The dependency upon subcooling of the values 
of rcu obtained from the fitted values of brcu can be predicted rea
sonably by the cavity model. It was shown that the transient incipient 
boiling superheat could be reasonably explained by the combination 
of the superheated thermal layer model and the cavity model. 
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Transient Pool Boiling Heat Transfer 
Part 2: Boiling Heat Transfer and Burnout 
Transient boiling heat transfer for exponential heat input to a platinum wire supported 
horizontally in a pool of water was investigated. Transient boiling heat transfer coeffi
cient, transient DNB heat flux, and transient maximum heat flux were obtained for expo
nential periods ranging from 5 ms to 10 s and for system pressures ranging from 0.1 to 2.1 
MPa. Transient boiling heat transfer coefficient after the commencement of boiling be
comes lower than the steady boiling heat transfer coefficient at the same heat flux. This 
was explained to be as a result of the time lag of the activation of originally flooded cavi
ties for the increasing rate of the heat input. Initial heat flux was varied from zero to near 
the steady maximum heat flux. Effect of initial boiling condition on transient DNB and 
maximum heat fluxes was negligible. Mechanism of transient boiling heat transfer beyond 
steady DNB heat flux was suggested. 

Introduction 

The study of transient boiling heat transfer caused by a heat input 
exponentially increasing with time is important to the safety evalu
ation of reactivity accidents in water cooled nuclear reactors and is 
also interesting as a fundamental problem of time varying boiling heat 
transfer. 

It was studied for the first time by Rosenthal under atmospheric 
pressure [l].1 He showed that the temperature rise of the heater 
surface before the beginning of boiling could be computed by the 
transient conduction equation and that the maximum heat flux was 
not greatly influenced by the transient state of power. Johnson, et.al. 
carried out an extensive experimental investigation of transient 
boiling heat transfer under the pressures of 0.10, 3.45,6.89, and 13.78 
MPa [2,3]. They showed that the maximum heat flux for exponential 
heat input exceeded the steady maximum values by a factor as large 
as 4. Hall and Harrison investigated the exceedingly fast transient 
boiling of water under atmospheric pressure [4]. They showed that 
even at the lowest period tested (about 0.7 ms) a short burst of nu
cleate boiling preceded film boiling. Transient maximum heat fluxes 
exceeded by a factor of between 5 and 10, the maximum heat fluxes 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
November 29,1976 

for steady pool boiling under the same subcoolings. 
In the CHIC-KIN computer program which was developed by 

Redfield to treat fast and intermediate reactivity transients in a water 
cooled heterogeneous reactor [5], the heat transfer coefficient at the 
fuel surface for the exponential increase in reactor power under forced 
convection was calculated by Jens and Lotte's correlation [6] obtained 
for steady boiling and the transient maximum heat flux qmax was 
calculated by the formula, qmax - qste

4-26/t°. This formula was based 
on the data of Johnson, et al. [2] and on the steady maximum heat flux 
Qst by Bernath's correlation [7]. 

Sakurai, Mizukami, and Shiotsu investigated the transient boiling 
for exponential heat input under atmospheric pressure [8]. They re
ported, apparently for the first time, that heat flux increased along 
the steady nucleate boiling curve and its linear extension up to tran
sient DNB (Departure from Nucleate Boiling) heat flux <?DNB> where 
it left the extension curve toward transient maximum heat flux qmttx • 
Transient DNB and maximum heat fluxes were thus defined and the 
relations between </DNB, amax, and exponential period were quanti
tatively studied. They pointed out that the quasi-steady nucleate 
boiling existed with a certain lifetime on the linear extension of the 
steady nucleate boiling curve and they also measured the lifetime. 

The major purposes of the present experimental study are to obtain 
the transient boiling heat transfer coefficients and the transient DNB 
and maximum heat fluxes for exponentially increasing heat input 
whose period ranges from 5 ms to 10 s under various pressures ranging 
from atmospheric to 2.1 MPa and to make clear the relations between 
these values and the corresponding steady values. It is also aimed to 
explain the mechanism of transient boiling heat transfer. 
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Apparatus an<* Experimental Procedure 
A cylindrical stainless steel pressure vessel of 20 cm in inner di

ameter and 60 cm in height with three sight ports was constructed. 
The vessel contained an electrical immersion heater which was used 
to control the water temperature. The test heater used was a platinum 
wire of 1.2 mm in diameter and 50.9 mm long supported horizontally 
jn the vessel. In order to avoid the error due to the terminal effect of 
the heater, two fine wires were spot welded as potential taps on the 
heater surface at the position 9.7 mm and 9.0 mm respectively apart 
from each terminal. The effective length of the heater was 32.2 mm. 
The test heater was heated by electrical current controlled by a 
high-speed analogue computer so that the actual heat generation rate 
of the heater accorded with the desired one. Details of the computer 
controlled heating method and of instrumentation were shown in Part 
1 of this paper. The experimental error is estimated to be ±1 percent 
in the heat input, ±1 K in the heater surface temperature, and ±2 
percent in the heat flux. The reproducibility of qmax and QDNB for slow 
transient seldom exceeded ±5 percent and it was better as the period 
became shorter. 

Distilled and demineralized water was filled in the vessel and it was 
boiled for at least half an hour before the experimental run to remove 
dissolved gases. Then the pressure vessel was closed and the system 
pressure was raised to the desired saturated condition by heating up 
water with the immersion heater. Then the immersion heater was 
turned off and the experimental run was started by giving an expo
nentially increasing heat input (Q = Qoet/to) to the test heater. The 
value of Q0 was set to be 1.5 X 107 W/m3 (QQV/S = 4.5 X 103 W/m2) 
throughout the present experiments which was so low that no sig
nificant change in heater temperature occurred during the early stage 
of the run. The period to ranged from 5 ms to 10 s and the pressure 
ranged from 0.1 to 2.1 MPa. 

Results and Discussion 
Characteristics of Transient Boiling Process. Typical tran

sient boiling curves for exponential heat inputs at the temperature 
saturated at 0.588 MPa are shown in Fig. 1(a) as the log-log scale plot 
of the transient heat flux versus the heater surface superheat. Steady 
boiling curve for the same heater is also shown in the figure for com
parison. The curve for the exponential period of 5 s is shown as 
ABODE. The heat flux increases along the nonboiling curve AB and 
crosses the steady boiling curve at point B. The heat flux thereafter 
does not increase along the steady boiling curve but increases along 
the curve BC. Boiling commences at a point whose superheat is 
slightly higher than that at point B. The heat flux increases along the 
curve CD and reaches the steady boiling curve at point D. The su
perheat along BCD is higher than that on the steady boiling curve at 
the same heat flux. The boiling curve beyond D agrees well with the 
steady boiling curve. It is almost constant in its slope up to the DNB 
heat flux point E and has a smaller slope up to the maximum heat flux 
point. The DNB and maximum heat fluxes for this period are well 
consistent with steady DNB heat flux, qstD, and steady maximum heat 
flux, qst, respectively. If the heat flux is forced to decrease at any point 
between D and E down to F with the same period and is made to in
crease again, the heater surface temperature decreases and increases 
following the steady boiling curve without the hysteresis. The process 
for to = 60 ms is shown by the curve GHIJ. The surface temperature 

of the heater has a maximum value at point H which is higher than 
that for to = 5 s at point C. The curve from I to J coincides with the 
steady boiling curve and its linear extension (dashed line). It departs 
from the linear extension at point J. The heat flux at this departing 
point, which is beyond qstD, is defined as the transient DNB heat flux 
<7DNB- The process has a maximum heat flux beyond <?DNB which is 
defined as the transient maximum heat flux Qmax • 

This type of tran
sient boiling process is called in this work the "regular process." For 
a more rapid transient of to = 5 ms, the boiling curve KLM has its 
maximum heat flux (point M) without ever reaching the steady boiling 
curve and its linear extension. This process is different from the 
regular process and is called in this work the "irregular process." This 
irregular process was observed only for to = 5 ms under this pressure 
and for to shorter than 30 ms under 0.196 MPa. Under atmospheric 
pressure it was observed for the period shorter than 50 ms as shown 
in Fig. 1(6). The period at which the irregular process appears is 
shorter under higher pressure. Although no irregular process was 
observed under pressures of 1.079 and 2.059 MPa, it is thought to 
appear for the period shorter than the shortest period, 5 ms, used in 
this study. 

As stated before, the heat transfer coefficient on the transient 
boiling process after the initiation of boiling is lower than the steady 
boiling heat transfer coefficient at the same heat flux. This is ex
plained to be as follows: When the surface temperature of the heater 
increases due to the exponential heat input up to the incipient boiling 
superheat described in Part 1 of this paper, boiling commences at the 
unflooded cavities whose mouth radii satisfy the boiling condition also 
mentioned in the paper. As the heater temperature increases, cavities 
whose mouth radii are smaller begin to serve as bubble nuclei and the 
number of nucleation sites on the heater surface increases. Then, 

, originally flooded cavities of mouth radii bigger than that of the 
maximum unflooded cavities will be activated by the bubbles origi
nating from the neighboring cavities. This vapor trapping mechanism 
of the cavity activation was pointed out by Courty and Foust to ex
plain the hysteresis in boiling [9]. The heater temperature would 
decrease with the increase in the number of the activated cavities and 
boiling from originally unflooded cavities would be superseded by that 
from the activated cavities which require smaller superheat to 
maintain boiling. 

To make clear the activation phenomenon, the heat input was made 
constant at a certain level on the way of the process BCD in Fig. 1(6), 
fixed hereafter for 120 s, and was decreased also exponentially with 
the same period. The resultant processes are shown in Fig. 2. The 
activation process was clearly observed, where the heater temperature 
decreased toward the steady boiling curve EF as time elapsed along 
the contours shown in this figure. For a low heat flux level such as q\, 
the heater temperature decreased very slowly and did not reach the 
steady boiling curve within 120 s. For a higher heat fluxes such as q% 
and <?4, the temperature decreased more rapidly and reached the 
steady boiling curve within 14 and 4 s respectively. The steady nu
cleate boiling is the boiling where potentially active cavities are fully 
activated. It is found that the rate of increase in the number of acti
vated cavity (rate of the activation process) is very slow in the low heat 
flux region slightly above the incipient boiling heat flux and it becomes 
faster as the heat flux becomes higher. It is natural that the activation 
of cavities due to vapor trapping has little chance to occur soon after 
the initiation of boiling where the population density of nucleation 

-Nomenclature. 

hst = steady boiling heat transfer coeffi
cient 

ht = transient boiling heat transfer coeffi
cient 

P = system pressure 
Q = heat input (heat generation rate per unit 

volume) 
Qo = exponential heat input at t = 0 

q = heat flux 
<?DNB = transient DNB heat flux 
<?,„ = initial heat flux 
Qmax = transient maximum heat flux 
qst = steady maximum heat flux 
qstD = steady DNB heat flux 
S = effective surface area of the heater 
Ts = surface temperature of the heater 

Tsat = saturation temperature 
£DNB = time at gDNB 
*max = time at qmax 
tstD = time at </stD 

to = exponential period 
AT^ = T, — Tsat, heater surface super

heat 
V = effective volume of the heater 
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Fig. 1 Transient boiling curves for various exponential periods; (a) at 0.588 
MPa, (/>) at 0.101 MPa 

sites on the surface is low. This cavity activation plays an important 
role in the transient boiling heat transfer. The boiling process becomes 
irregular when the boiling on the heater surface reaches a maximum 
heat flux condition before potentially active cavities are fully acti
vated. If very few cavities are activated before the maximum heat flux, 
heat flux will increase on the nucleate boiling line due to the originally 
unflooded cavities. This line would correspond to the straight line MN 
in Fig. 1(b). 

Courty and Foust examined the thermal hysteresis in steady boiling 
and reported that the maximum superheat was reached without any 
bubble formed on the heater surface, but upon further increase in heat 
input, the surface spontaneously broke into vigorous boiling and then 
the surface temperature decreased to the normal value [9]. In their 
experiments, the heat input was increased step by step. If the increase 
in heat input by one step is relatively big, the heater surface may have 
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Fig. 2 Thermal hysteresis loops for the heat input first increased exponen
tially with the period of 5 s and then kept constant for 120 s at a certain level 
and decreased exponentially with the same period 

spontaneously broken into vigorous boiling as they explained. As the 
rate of activation process is very slow in the low heat flux region, the 
hysteresis effect in steady boiling studied by Courty and Foust can 
only be characterized as a transient phenomenon for the slowest limit 
of heat input increase. 

Transient Boiling Heat Transfer. Transient boiling heat 
transfer coefficient ht normalized by the steady boiling heat transfer 
coefficient hst for the same heat flux is shown versus heat flux for the 
periods of 9, 20, and 100 ms in Fig. 3(a), 3(6) and 3(c) respectively. 
The measured values of hst were almost consistent with Rohsenow's 
correlation [10]. The starting point of the curve in this figure corre-
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Fig. 3 Transient boiling heat transfer coefficient h, normalized by steady 
one hsi at the same heat flux with the pressure as a parameter; for (a) to = 
9 ms, (b) t0 = 20 ms, and (c) /0 = 100 ms 
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sponds to the cross point of the transient nonboiling curve and the 
steady boiling curve on log q versus log ATsat plane. The value of ht/hst 

decreases with the increase in heat flux down to a minimum value. In 
case of the regular" process, it then increases up to unity and keeps the 
value until QDNB- In case of the irregular process, it takes a maximum 
value at qmax which is lower than unity. The minimum value oihtlhst 

decreases with the increase in pressure from about 0.6 at 0.101 MPa 
to about 0.4 at 2.059 MPa for each period. As stated in the previous 
section, the major cause that makes the transient boiling heat transfer 
coefficient lower than the steady one at the same heat flux would be 
the time lag of the activation of cavities. The values ofht/hst for 1.079 
MPa are shown versus heat flux in Fig. 4 with the period as a param
eter. This figure shows that the heat flux at the starting point and that 
at the minimum value of htlhst increase with the decrease in the pe
riod but the minimum value itself is almost independent of the period. 
As shown in Fig. 1(6), the transient boiling processes, regular and ir
regular, seem to reach the line MN due to the originally unflooded 
cavities. Very few of cavities originally flooded are activated before 
this point. As this line is almost parallel to the steady boiling curve, 
the heat transfer coefficient normalized by the steady one at. the same 
heat flux is almost independent of the heat flux. This value corre
sponds to the minimum value of ht/hst in Fig. 4. 

The value of ht before the beginning of the activation was found 
to be well expressed as the sum of the transient nonboiling heat 
transfer coefficient hm described in Part 1 of this paper and the heat 
transfer coefficient due to originally unflooded cavities calculated 
along the line MN. 

Transient Maximum and DNB Heat Flux. Transient maximum 
and DNB heat fluxes for various pressures are shown versus expo
nential period in Fig. 5. As stated before, the boiling processes at 1.079 
and 2.059 MPa are regular for the whole range of period studied but 
those for t0 ^ 5 ms at 0.588 MPa, to £ 30 ms at 0.196 MPa, and those 
for to £ 50 ms at 0.101 MPa are irregular. The maximum heat flux by 
the regular process is higher for shorter period and for higher system 
pressure. However, when the process becomes irregular, the maximum 
heat flux first decreases to a minimum value with the decrease in the 
period and then increases. The minimum value in the case of 0.101 
MPa is as low as the steady maximum heat flux. The transient DNB 
heat flux, which exists only for the regular process, is higher for shorter 
period. 

The effect of initial boiling condition on qmax and <7DNB was also 
studied by the experiments in which heat input was increased expo
nentially from various initial boiling conditions. A typical boiling curve 
is given in Fig. 6. The line ABCD shows the process for setting the 
initial boiling conditions: The heat flux was increased with slow ex
ponential function in time (to = 1 s) up to near the steady maximum 
heat flux (point C) and then decreased also exponentially with the 
same period down to the desired initial heat flux qin (point D) and was 
kept constant for a certain duration of time to realize steady nucleate 
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boiling. The transient boiling process started from this initial heat 
flux point is such that the heat flux increases along the steady nucleate 
boiling curve and to its extension beyond qsto up to QDNB- This is 
because the potentially active cavities are fully activated at the initial 
boiling condition. This process obviously is regular and called in this 
work the perfectly regular process. 

The values oiqmax, (?DNB for qinlqst = 0,0.34,0.8 under 0.588 MPa 
are shown versus period in Fig. 7(a) and 7(6) respectively. The results 
for qinlqst = 0 are those for 0.588 MPa in Fig. 5; i.e., those without the 
afore mentioned procedure for setting the initial boiling condition. 
Fig. 7(a) and 7(6) show that the initial heat flux has little effect on 
qmax and QDNB- The curves unc]er the lower pressures of 0.101,0.196, 
0.294, and 0.392 MPa are shown in Fig. 8(a) and 8(6). Both <?max and 
<?DNB are higher for shorter period and for higher pressure. It should 
be noted that qmax values by the irregular process as those for the 
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period shorter than 50 ms under 0.101 MPa and for the period shorter 
than 30 ms under 0.196 MPa shown in Fig. 5(a) are lower than the 
c/max values by the perfectly regular process at the same period shown 
in Fig. 8(a), 

The values of qma% and QDNB by the regular and by the perfectly 
regular processes can be expressed by the following empirical corre
lations 

(<W - q*t)lq,t = 0.079 to"0-6 

(<?DNB - QstD)/QstD = 0.01 t o - 0 ' " 

(1) 

(2) 

with the scattering of ±20 and ±25 percent respectively as shown in 
Figs, 9(a) and 9(6). Here qstD is the limit of the transient DNB heat 
flux for the initially long period and is called in this work the steady 
DNB heat flux, which is about 5 percent lower than the steady max
imum heat flux. 

The transient DNB and the maximum heat fluxes were little af
fected by the variation in initial heat fluxes. This means that the 
process from q;„ to qs(r> had no effect upon the transient DNB and 
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maximum heat fluxes. The thermal energy transferred to water from 
a unit area of the heater surface during the time between tstD and £DNB 
was calculated for experimental runs of the period shorter than 500 
ms except irregular ones. The values of the thermal energy devided 
by qstD values for each pressure are plotted in Fig. 10(a) versus period. 
As shown in the figure, they decrease with the decrease in the period 
and are independent of pressure. The data are located with the scat
tering of ±25 percent along the line expressed by 

-s tDNB 

qstD «"»tD 
q(t)dt = 0.0103 (1 + 426t0

2)1/4 («) (3) 

The thermal energy itself is higher for higher pressure for the same 
period but the dependency is canceled by dividing it with the steady 
DNB heat flux. 

The thermal energy value transferred to water from a unit surface 
area between tstD and tmax divided by qstD values are plotted in Fig. 
10 (b) versus period. They also decrease with the decrease in the pe-

E 

u> 

b 5 

I M i l l ] 1 1 I I I l l l l 1 l l | r—1 r-TTTTTT 
P ( M P Q ) qjq* P(MPa) q i n /qs t 

* 8 0.392 0.77 o 0.101 0.79 
» • * 0.294 
• a 0.196 

i ̂  

0.73 • 0.101 0.42 
0.73 

' * . 

8 $ I 

(a) 

(b) 

0.01 
to ( s ) 

Fig. 8 ( a ) Transient max imum heat f lux and ( b ) transient DNB heat f lux 
values for the exponential heat input from initial heat flux on the steady boiling 
curve at pressures lower than 0.4 MPa 

3"° 
j 

0-2 

e '0 

IT 
I 

0-1 -

-207. 

0-02 

• 257. 

P (MPa) 

V 

p 

@ 
0 
A 

• 
& 

0-101 
0-196 
0-294 
0-392 
0588 
1078 
2-059 

_L_LJJ_LLU, _l_X 

(a) 

( s ) 

Fig. 9 (a) Dif ference between transient and steady max imum heat f luxes 
divided by steady max imum value, (b) di f ference between transient and 
steady DNB heat fluxes divided by steady DNB value, for regular and perfectly 
regular processes 

(b) 

558 / VOL 99, NOVEMBER 1977 Transactions of the ASME 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



001 -

•o 
cr 

0 0 1 -

- (a ) 

(b) 

Fig. 10 Thermal energy transferred to water from unit area of heater surface 
in the duration of time between ( a ) tstD and fDNB, ( b ) tstD and lmax, divided 
by steady DNB heat flux 

riod and are independent of pressure. The data are located with the 
scattering of ±20 percent along the line expressed by 

"J 
Qittn *Jts 
QstD •JtstD 

q(t)dt =0.11 io0 '44 (*) (4) 

As stated before, when heat input was increased exponentially from 
the points corresponding to several initial heat fluxes on the steady 
nucleate boiling curve, the heat flux increased along the steady nu
cleate boiling curve and its linear extension up to C/DNB where it de
parted from the curve and continued to increase up to qmax- The 
mechanism of the transient boiling heat transfer for this simplified 
case (without a cavity activation process) can be explained to be as 
follows by extending the steady boiling mechanism suggested by 
Gaertner [11]. He classified the steady boiling heat transfer into four 
regions based on photographic observation; discrete bubble region, 
first transition region, vapor mushroom region, and second transition 
region with the increase in heat flux. The vapor mushroom region 
terminates and the second transition region starts with a smaller slope 
at qstD point due to vapor patch formation and the latter region in turn 
terminates at the steady maximum heat flux. 

In transient boiling, the heat flux increases beyond qstr> up to IJDNB 
along the linear extension of the steady boiling curve. This is con
sidered to be because the vapor patch does not form immediately after 
qsto until a certain thermal energy is stored in the vicinity of the 
heater surface, and the vapor mushroom region continues up to gDNB-
The slope of the boiling curve beyond ODNB becomes smaller with the 
increase in the local surface area covered with vapor patches. The 
slope finally becomes zero at the transient maximum heat flux. The 
thermal energy stored before the vapor patch formation corresponds 
to that previously calculated and shown in Fig. 10(a). This energy for 
a fixed pressure is almost constant for the period shorter than 30 ms. 
The energy increase for longer period could be explained by the dis
persion of a part of the energy from the thermal layer. The cause of 
the dispersion may be the cyclic detachment of vapor mushrooms 
from the heater surface whose detachment period was estimated by 
Gaertner [11] to be of the order of several ten milliseconds. Previously 
calculated thermal energy shown in Fig. 10(b) is the energy transferred 
to water until the vapor patch occupies the local surface area sufficient 
for the transient maximum heat flux to be realized. 

Conclusions 
Transient pool boiling heat transfer for exponential heat inputs was 

studied. The experimental results lead to the following conclu
sions. 

Transient boiling process is classified into two kinds, the "regular 
process" and the "irregular process." The former has a maximum heat 
flux after reaching and following the steady boiling curve and its linear 
extension. On the contrary, the latter has its maximum heat flux 
without ever reaching and following the steady boiling curve and its 
linear extension. With decreasing the period, the regular process 
changes to be irregular. This change occurs at the longer exponential 
period for the lower pressure. 

Transient boiling heat transfer coefficient, ht, after the initiation 
of boiling becomes lower than the steady one, hst, at the same heat 
flux level. This is explained by the time lag of the slow activation 
process of originally flooded cavities in the low heat flux region. ht 

then recovers the steady value until QDNB in the regular process. In 
the irregular process, the heat flux reaches the maximum value with 
ht never recovering the steady value; i.e. without the full activation 
of potentially active cavities, which is characterized to steady boiling. 
The minimum value of ht/hst for a fixed pressure is almost indepen
dent of the period. This state is characterized as the boiling due to 
originally unflooded cavities only. The minimum value of ht/hst de
creases with pressure from about 0.6 at 0.101 MPa to about 0.4 at 2.059 
MPa. 

Transient DNB and maximum heat fluxes by the regular process 
are higher for shorter period and for higher pressure. On the other 
hand, when the transient boiling process changes to be irregular, the 
value of gm a x first decreases down to a minimum value and then in
creases with the decrease in the period. The results of qmax and 5DNB 
by the regular process are expressed by equations (1) and (2) with the 
error limits of ±20 and ±25 percent respectively. 

When the heat input is increased from the value corresponding to 
the initial heat flux on the steady boiling curve, the heat flux increases 
along the steady boiling curve and its extension up to <?DNB; the pro
cess is perfectly regular even for the shortest period tested. This is 
supporting our explanation on the transient boiling heat transfer 
coefficient based on the time lag of activation process. The variation 
in the initial heat flux has little effect on qmax and <7DNB a n d the re-
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sultant values are also expressed by equations (1) and (2) respec
tively. 

The reason why the heat flux increases along the extension of steady 
boiling curve up to (/DNB when the initial boiling condition is given 
is as follows: It is because the vapor patch does not form immediately 
after qst£, until a certain amount of thermal energy is stored in the 
vicinity of the heater surface, and the vapor mushroom region con
tinues up to <7DNB- Thermal energy transferred to water during the 
time between tstn and £DNB w a s calculated, which decreased with the 
decrease in the period but was almost constant for the period shorter 
than 30 ms. This energy would be the threshold value required for the 
vapor patch formation. 
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An Experimental and Theoretical 
Investigation Into Thermally 
Governed Transient Flow Surges in 
Two-Phase Condensing Flow 
The specific transient phenomenon under consideration is the outlet flowrate of sub
cooled liquid from a tube-type condenser where complete condensation takes place. Ex
perimental data are presented which indicates that a small change in the inlet vapor flow-
rate will momentarily cause a very large transient surge in the outlet flowrate of subcooled 
liquid. These experimentally measured flow transients are predicted quite accurately 
using a system mean void fraction model. Also, some preliminary results are presented 
which indicate the influence of throttling at the condenser outlet as a means of attenuat
ing the transient overshoot characteristics. 

Introduction 

The ability to both understand and model the principle physical 
mechanisms associated with the transient responses of two-phase 
condensing flow systems are of considerable importance as they relate 
to system design and control; whether the system is associated with 
power generation, vapor-compression refrigeration, or chemical 
processing. 

In the literature, various types of instabilities have been reported 
for condensing flow; Vild, et al. [I]1 investigated condenser stability 
for a space power system. Soliman and Berenson [2] studied flow 
stability in both horizontal and vertical condenser tubes, concen
trating primarily on pressure oscillations. Williams, et al. [3] studied 
flow stability characteristics of a radiator/condenser in one and zero 
"g" environments. Doroshchuk and Frid [4] reported the utilization 
of the outlet flowrate oscillations from a condenser as an oscillatory 
inlet source for a study of evaporator stability. Schoenberg [5] studied 
the frequency response of the inlet pressure and the point of complete 
condensation to sinusoidally varying inlet flowrates for a gas cooled 
mercury condenser. 

The primary purpose of this paper is the presentation of the results 
of an investigation into a particular transient flow phenomenon as
sociated with two-phase condensing flow. The specific transient 
phenomenon under consideration is the outlet flowrate of subcooled 
liquid from a tube-type condenser where complete condensation takes 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
February 17,1977. 

place. There appears to be no reported work which has been directed 
at this particular transient flow phenomenon. In fact, condensing flow 
transients have apparently received very little attention as compared 
to their evaporating flow counterparts. 

Experimental data are presented which indicates that a small 
change in the inlet vapor flowrate will momentarily cause a very large 
transient surge in the outlet flowrate of subcooled liquid. In fact, under 
certain circumstances, it is possible to make a small decrease in the 
inlet vapor flowrate, and momentarily have such a large decrease in 
the outlet liquid flowrate that for a short period of time, the flowrate 
will become negative, indicating that subcooled liquid will actually 
flow backward into the condenser. These experimentally measured 
flow transients are predicted quite accurately using a system mean 
void fraction model [6]. 

Model for Condensing Flow Transients 
A schematic of the condensing flow system under consideration is 

shown in Fig. 1. As mentioned earlier, it is a tube-type condenser 
where complete condensation takes place. Therefore, it will be as
sumed that there is some effective position in the condenser where 
the last of the vapor is condensed. This position has been visually 
observed by Soliman and Berenson [2], as well as by the present au
thors. The point of complete condensation depicted in Fig. 1 is 
characteristic of these visual observations, and as can be seen, is not 
a sharply defined position. However, the existence of an effective 
point of complete condensation is apparent, and for thermodynamic 
equilibrium, it can be precisely defined from an energy perspec
tive. 

This effective transition point between the two-phase region and 
the subcooled-liquid region will be designated by the symbol, n. Even 
for what would conventionally be considered steady-state conditions, 
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S t(z,t) z = 0-

Effective Point of Complete Condensation 

St(z,t) 

Fig. 1 Schematic of horizontal condensing flow system 

the inherent stochastic nature of the two-phase condensing (or 
evaporating) flow process will cause random fluctuations in the length 
of the two-phase region. The statistical characteristics of these random 
fluctuations are of importance under certain circumstances, and thus 
have been studied for evaporating flow [7]. However, they are not 
being considered in this paper. Therefore, the symbol jj(t) will be used 
to represent the nonfluctuating effective length of the two-phase re
gion. 

The nonfluctuating quantity here is primarily conceptual, and can 
be thought of as an effort to separate out the random fluctuations from 
the deterministic transients. The approach is similar to what is used 
for describing turbulent flow; that is, time averaged quantities where 
the averaging time is large enough to eliminate the stochastic fluc
tuations, but short enough not to interfere with the deterministic 
transients. It is important to note that the term fluctuation is in 
reference to random behavior only, and does not preclude the exis
tence of a deterministic oscillatory, behavior such as might arise in 
response to a sinusoidal type inlet flowrate. It is also important to 
recognize that this time averaging process described is conceptual, 
and thus related to the theoretical model only. No where in this 
analysis or in the presentation of the experimental data is the me
chanics of the averaging process actually necessary. The foregoing 
discussion represents an attempt to recognize the existence of the 
inherent random fluctuations which are clearly present, yet to make 
it clear that the model currently being described does not consider 
them. 

The two specific deterministic transient responses to be considered 
in this paper are those of the effective point of complete condensation, 
and those of the outelet flowrate of subcooled liquid. 

System Mean Void Fraction. A detailed development and dis
cussion of the physical implications of the system mean void fraction 
concept is presented in reference [6], therefore, only a brief summary 
will be presented here. The nonfluctuating system mean void fraction, 
as, will be defined as representing the instantaneous value of the 
nonfluctuating area mean void fraction, «„, averaged over the entire 
length, rj(t), of two-phase region under consideration. Therefore, the 

nonfluctuating system mean void fraction, as, can be expressed as 

_ _ 1 fv(t)_ 

rj{t) Jz=0 
(z, t)dz (1) 

From this point on, only nonfluctuating quantities will be consid
ered. Therefore, in subsequent references to these quantities, no 
distinction will be made. 

The remaining part of this paper will be directed at the class of 
transient two-phase condensing flow problems where the system mean 
void fraction, as, is invariant with time. Mathematically, a condition 
sufficient for this assumption to be valid is that the area mean void 
fraction, aa (z,t), be expressible as a function of a single dimensionless 
variable, | ; that is 

aa(z, t) = aa(i), where ^ = z/ri(t) (2) 

This is a type of similarity relationship such as is encountered in 
boundary layer theory. As was mentioned earlier, reference [6] con
tains a discussion of the validity of this assumption, its implications 
and limitations. However, one important physical implication to the 
condensing flow transients considered in this paper is that the time 
invariance of the system mean void fraction implies that the transient 
form of the momentum principle is relatively unimportant. This 
suggests that the transient phenomena under consideration are gov
erned primarily by thermal mechanisms, that is, heat transfer and 
the conservation of mass and energy principles. This implication is 
verified by the experimental data presented. 

Defined in this specific manner, the system mean void fraction 
becomes a type of system parameter. Its numerical value can be de
termined for a particular condensing flow situation by utilizing an 
appropriate relationship between void fraction and flow quality. 
Examples of how this may be done are given in the Appendix. 

Conservation of Mass and Energy Principles. As mentioned 
earlier, when the governing equations for a condensing flow system 
are formulated in terms of the system mean void fraction, only the 
conservation of mass and energy principles are directly involved. 

The condensing flow system model is formulated around the fol-

. N o m e n c l a t u r e -

At = total cross-sectional area of tube, m2 

d = inside diameter of tube, m 
/ , = local heat flux, W/m2 

fq = spatially averaged heat flux, W/m2 

h = enthalpy of saturated liquid, J/g 
L = total length of condenser, m 
mt(z, t) = local instantaneous total mass 

flowrate of fluid, g/s 
mt* = instantaneous nonfluctuating total 

mass flowrate of fluid leaving two-phase 
region relative to moving transition point 
boundary, g/s 

mtli = initial total mass flowrate at system 
inlet, g/s 

mt,f = final total mass flowrate at system 
inlet, g/s 

p = spatial mean system pressure, N/m2 

P = inside circumference of flow channel, 
m 

x = flow quality; ratio of vapor mass flowrate 
to total mass flowrate (nonfluctuating) 

xo = flow quality at inlet of condenser (non-
fluctuating) 

z = axial position coordinate, m 
aa = nonfluctuating area mean void frac

tion 
as = nonfluctuating system mean void frac

tion 
1) = length of two-phase region in condenser 

(effective point of complete condensation), 
m 

rjt = initial nonfluctuating effective point of 
complete condensation, m 

rjf = final nonfluctuating effective point of 

complete condensation, m 
£ = dimensionless "similarity" variable, £ = 

p = density of saturated liquid, g/m3 

TC = time constant for condensing flow sys
tem, s 

rm = time constant for inlet mass flowrate 
variation, s 

Subscripts and Superscripts 

Primed (') symbols of quantities refer to 
saturated vapor. Unless otherwise indi
cated, barred (-) symbols of quantities 
generally refer to time-averaged quantities 
where the averaging time is small enough 
so as to just eliminate the random fluctu
ations. 
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lowing simplifications: 
1 System mean void fraction is assumed to be invariant with 

time. 
2 Random fluctuations due to the stochastic nature of the two-

phase flow process are assumed not to influence the determin
istic transients. 

3 Viscous dissipation, longitudinal heat conduction, and changes 
in kinetic energy are neglected. 

4 The specific enthalpies and densities of the liquid and vapor 
are considered to be saturated properties, independent of both 
axial position and time, and evaluated at the mean system 
pressure. 

5 The spatially averaged heat flux, for the entire two-phase region, 
is assumed to be invariant with time. 

Two-Phase Region. Using the system mean void fraction model, 
and incorporating the foregoing simplifications, the conservation of 
mass principle, simultaneously applied to the liquid and vapor in the 
two-phase region, can be expressed as 

dt 
\[p(l - as) + p'as]Atri(t)] = mt(z, t)z=o - mt* (3) 

The conservation of energy principle, simultaneously applied to 
the liquid and vapor in the two-phase region, can be expressed in 
terms of the system mean void fraction as 

--\[ph(l - as) + p'h'as]Atrj(t)) 
at 

= -fqPnit) + \[h(l -x)+ h'x)mt(z, t)lz=o - hmt* (4) 

where fq represents the average condenser heat flux, defined as 

J«s J>5(t) 
I 

z=0 v(t) Jz=o 
fqdz (5) 

Subcooled Liquid Region. The conservation of mass principle ap
plied to the subcooled liquid region can be expressed as 

\pAt[L - 7](t)]} = mt* - mt(z, £)Z=L (6) 

Transient Response of the Effective Point of Complete Con
densation. Consistent with the system simplifications stated earlier, 
equations (3) and (4) can be combined to yield the differential equa
tion governing the transient response of the effective point of complete 
condensation, rj{t), in terms of the system inlet flowrate, rnt(z, t)z=0; 
thus 

dv(t) 
+ v(t) 

x0(h' — h) 
mt(z,t)t (7) 

dt fqP 

with the initial condition 

W)t=o = m (8) 

is the time constant for the condensing flow system, defined where 
as 

P>asAt(h> - h) 

fqP 
and 5c0 represents the inlet flow quality. The condensing flow system 
time constant, TC , can be thought of as representing the time required 
to condense the vapor which is present within the two-phase region, 
providing that the rate of heat transfer from the vapor remains con
stant.2 Being a first-order ordinary differential equation, equation 
(7), has a general closed form solution for any arbitrary inlet flowrate, 
mt(z, t) z-o. 

Transient Response of the Outlet Liquid Flowrate. The 
transient response of the outlet liquid flowrate, mt (z, t )z=i, is directly 
coupled to the response of the effective point of complete condensa-

2 This becomes more apparent if both numerator and denominator of equa
tion (9) are multiplied by the initial length, m, of the two-phase region under 
steady-state conditions. 

tion, rj(t). This becomes apparent by combining equations (3), (6), 
and (7) which yield after rearrangement. 

mt(z, t)z=L = 1 + [<JH xo\ mt(z, t)z 

[© -&*> ™ 
Therefore, for an arbitrary inlet flowrate, mt (z, £)2=o> the foregoing 

equation will yield the response of the outlet liquid flowrate in terms 
of the response of the effective point of complete condensation, 
n(t). 

Consider the special case where the inlet mass flowrate can be ad
equately represented by the following exponential function of 
time: 

mt(z, t ) z _ 0 = mt,f + (mt,i - mtj)e- th<« (11) 

where rm , is the time constant associated with the inlet flowrate, and 
mt i and mt f, refer to the initial and final inlet flowrates, respective
ly.' 

The transient response of the condenser outlet liquid flowrate, mt (z, 
t)2=L, to an exponential inlet flowrate, can be obtained by solving the 
differential equation (7), using equation (11), and the steady-state 
conditions that 

_ xo(h' — h) 
vi = — ~ ^ ~ T : — mt,i 

and >V: 
x0(h' - h) 

mt,f (12) 
fqP UP 

and then substituting into equation (10). After following through the 
foregoing operations, the transient response of the outlet liquid 
flowrate becomes 

mt(z,t)z-L -mt,f 
• {rc/Tni) t/rc 

mt,i ~ mtj 

ten 
Xo 

jg- (Tc/rm) t/rc — g - (/TC) (13) 

It should be recognized that the foregoing expression reduces to the 
special case of a step change in the inlet flowrate as {jchm) ~* co-

A display of the transient response of the outlet liquid flowrate to 
a particular exponential inlet flowrate is presented in Fig. 2, with 

3 It should be pointed out that an evaluation of equation (13) when (Tc/Vm) = 
1 requires a limiting process. 

(9) ~ Refr ig^rant - lg 

p = 634 kN/m2 , x0 = 1.0 

Tc = 0.65 s 

4 8 12 16 

Dimensionless Time, t / r r 

Fig. 2 Predicted effect of the time constant ratio on outlet flowrate re
sponse 
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(Tchm) as a parameter.3 Since the curves are presented in dimen-
sionless form, they represent the transient responses for both an in
crease and a decrease in inlet flowrate. The most interesting aspect 
of the model predictions is the transient overshoot characteristics. 
This type of overshoot or transient flow surge is not very common for 
fluid and thermal processes. Also, because the system mean void 
fraction is invariant with time, the transient is thermally controlled, 
and not a hydrodynamic phenomenon. 

Further insight into the physical mechanisms behind this overshoot 
characteristic can be obtained from the conservation of mass principle. 
This is done by combining equations (3) and (6) in such a way as to 
eliminate the mass flowrate leaving the two-phase region relative to 
the moving transition point, mt*; thus 

mt(z, t)z=L = mt(z, t)2=o - (p' - p)asAt 
dy(t) 

dt 
(14) 

It can be seen from the foregoing equation, that the outlet flowrate 
of subcooled liquid, mt(z, t)z=L, is equal to the inlet flowrate, minus 
the net rate at which mass is stored in the two-phase region as a result 
of the vapor displacing the liquid. However, with insight from equa
tion (7), and the fact that (p' < p), the net storage rate in the two-phase 
region is seen to be negative if the inlet flowrate is increasing, thus 
causing the outlet liquid flowrate to be momentarily larger than the 
inlet vapor flowrate. Conversely, the net storage rate in the two-phase 
region is seen to be positive if the inlet flowrate is decreasing, thus 
causing the outlet flowrate to be momentarily smaller than the inlet 
flowrate. 

Experimental Observations 
Experimental Apparatus and Measurement Techniques. A 

schematic of the experimental apparatus is shown in Fig. 3. Refrig-
erant-12 vapor was generated by circulating temperature regulated 
hot water through the coils inside the vapor generator (high pressure 
reservoir). The saturated vapor was then passed in series through a 
regulating valve, a superheater, a vapor turbine flowmeter, a combi
nation sight glass-heat exchanger, and into the condenser test section. 
The test section was apporximately 5-m long, and was a concentric-
tube configuration. It was constructed from copper tubing; a 0.95-cm 
OD tubing inside of a 1.91-cm OD tubing. Eleven thermocouples were 
mounted axially along the length of the outer tube of the test section. 
The condensing Refrigerant-12 flowed through the 0.80-cm ID inner 
tube. The inlet vapor flowrate was controlled by a quick-acting reg
ulating valve, across which a differential pressure of about 550 kN/m2 

was maintained to insure a nonfluctuating inlet flowrate. Transient 
inlet flowrates were measured by a turbine flowmeter. They were 
found to be exponential in form, so a time constant, rm, could be de
termined empirically from the experimental data. Cold water was 
circulated in the annulus of the condenser test section. 

J © i Condenser Test Section 

m 
I Section X 

/ * r \ Pressure 
( V ) Gauge (s) | 

K • Sight-Glass 
^ * — ' Section 

L, ., 

< Thermocouple -+- Liquid Refrigerant 

-*~ Process Water->-- Vapor Refrigerant 

Fig. 3 Schematic of the experimental apparatus 

Leaving the condenser test section, the liquid flowed through one 
of two liquid turbine flowmeters in the outlet flow measuring unit, 
and on into the low-pressure reservoir. The low pressure reservoir and 
hence the average condensing pressure was maintained at a constant 
absolute value of about 650 kN/m2 by circulating temperature regu
lated cooling water through its cooling coils. At the end of a test, the 
liquid collected in the low pressure reservoir was pumped back into 
the high pressure reservoir. 

For an increase in the inlet vapor flowrate, the transient in the 
outlet liquid flowrate was easily measured by one of the liquid turbine 
flowmeters in the outlet flow measuring unit. For a decrease in the 
inlet vapor flowrate, the outlet liquid flowrate can momentarily be
come negative, meaning that the liquid actually flows back into the 
condenser. In this situation, the outlet liquid flowrate could be mea
sured by the other turbine flowmeter, however the lag in the flowmeter 
resulted in discontinuities at the point of the flow reversal. 

To overcome this difficulty, a differential pressure transducer, with 
a much faster response than that of the turbine flowmeters was used 
to indirectly measure the outlet flowrate by measuring the pressure 
drop across the outlet flow resistance. Steady flow, single phase tests 
were run to calibrate the pressure drop in terms of the liquid flowrate 
as measured with the liquid turbine flowmeter. During an actual 
transient condensation test, the pressure drop measured by the dif
ferential pressure transducer was recorded on a strip chart recorder, 
and the flowrate at each instant of time was determined from the 
calibration curve obtained earlier by means of the single phase 
steady-state tests. A plot of flowrate measurements using the differ
ential pressure transducer is shown in Fig. 4, along with the simulta
neously recorded turbine flowmeter data. 

It is interesting to note that at any instant of time, when the flow-
rate is increasing, the flowrate indicated by the turbine flowmeter will 
be lower, and that indicated by the pressure transducer will be higher 
than the actual flowrate. If the flowrate is decreasing, the inverse will 
be true. Therefore, the actual flowrate will always be between the two, 
and at steady state, or at a maximum or minimum, they will agree. 
Since it appeared from an analysis of the two flow indicating devices, 
that the pressure transducer indicated flowrates closer to the actual 
flowrate, and since it alleviated the problems discussed earlier for the 
bidirectional flow transients, the pressure transducer was chosen as 
the primary means of measuring the outlet liquid flow transients. 

In order to determine the average heat flux during a particular test, 
it was necessary to know both the condenser heat transfer and the 
location of the effective point of complete condensation within the 
condenser tube. The heat transfer was obtained from an energy bal
ance. The effective point of complete condensation was obtained by 
recording the temperature profile along the axis of the test section. 
The region where the temperature profile shows an abrupt change 
in slope corresponds to the location of the effective point of complete 
condensation. 

Comparison of Theoretical Results with Experimental Data. 
Experimental data indicating the response of the outlet liquid flowrate 
to small changes in the inlet vapor flowrate has been obtained for the 
condition where there was negligible downstream throttling at the 
condenser outlet, and where the inlet flowrate could be adequately 
represented as an exponential function of time. 

Increase in Inlet Vapor Flowrate. Fig. 4 represents the response 
of the outlet liquid flowrate when the inlet flowrate was increased by 
11.4 percent. The inlet flowrate is also displayed on the graph. It is 
interesting to note the overshoot characteristics of the resulting outlet 
liquid flow transient. There is a sudden, relatively large increase in 
the outlet liquid flowrate, followed by a slower exponential decay back 
to the final value of the inlet flowrate. 

The physics of this overshoot phenomenon can be explained as 
follows. During the initial part of the flow transient, a sudden increase 
in the inlet vapor flowrate causes the effective point of complete 
condensation to begin moving downstream, displacing the higher 
density liquid by a lower density vapor. This causes the sudden ov
ershoot in the outlet liquid flowrate. As the transition point moves 
downstream, there is an increasingly larger heat transfer area for the 
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condensation to take place. This heat transfer area continues to in
crease until the rate of heat transfer is adequate to condense all of the 
vapor entering the condenser. At this point in time then, the outlet 
flowrate has decayed back to equal the inlet flowrate. 

The capability of the system mean void fraction model to predict 
the overall transient response is clearly demonstrated by the graph. 
It should be noted however, that neither compressibility nor inertia 
effects were considered in the development of the model. It should 
also be noted that the model does not include the random fluctuations 
which are in the outlet flowrate even during what is conventionally 
accepted as steady-state conditions. These flowrate fluctuations ap
pear to be caused by inherent flow instabilities within the two-phase 
region. 

Decrease in the Inlet Vapor Flowrate. The transient response of 
the outlet liquid flowrate was measured when the inlet vapor flowrate 
was decreased by about 14.0 percent. The initial decrease in the outlet 
liquid flowrate is so large that it momentarily becomes negative, in
dicating that the flow actually reverses direction and flows back into 
the condenser for a short period of time before it exponentially in
creases back to the final value of the inlet flowrate. Experimental data 
for this type of situation are shown in Fig. 5. Physically, similar 
mechanisms to those explained for the case of the increase in the inlet 
flowrate are present in this situation. The only difference is that the 
sudden decrease in the outlet flowrate immediately after the inlet 
flowrate began to change is the result of a displacement of vapor by 
liquid rather than liquid by vapor. Here again however, the system 
mean void fraction model is seen to predict the overall transients quite 
well. 

Flowrate Overshoot Attenuation. Preliminary experiments 
were run to investigate the effects of inlet and outlet throttling on 
attenuating the amplitude of the flow surges during the outlet flowrate 
transients. Experimental results associated with introducing various 
amounts of downstream throttling at the outlet of the condenser are 
shown in Fig. 6. The effects are significant. As the amount of throttling 
is increased, for approximately the same inlet vapor flowrate increase, 
the amplitude of the flow surge is clearly attenuated. For the case 
when the throttling is severe enough, it is possible to almost eliminate 
the flowrate overshoot. For such a situation, the outlet flowrate almost 
exactly tracks the changes in the inlet flowrate. Physically, what seems 
to be happening is as the outlet flowrate tries to increase, the flow 
resistance causes a corresponding increase in the condenser pressure, 
with a resulting increase in vapor density, which in turn reduces the 
rate at which vapor displaces the liquid, thus reducing the over
shoot. 

These experimental results suggest that an inherent downstream 
resistance at the condenser outlet is a positive factor in attenuating 
the overshoot effects. The results also indicate, however, that the 
attenuation is obtainable at a substantial price in terms of the pressure 
drop. This study is continuing in an effort to analytically include these 
observed effects in the system mean void fraction model. 

Summary and Conclusions 
The primary purpose of this paper has been the presentation of the 

results of an investigation into transient flow surges associated with 
two-phase condensing flow. The specific transient phenomenon under 
consideration was the outlet flowrate of subcooled liquid from a 
tube-type condenser where complete condensation takes place. 

Experimental data have been presented which indicate that a small 
change in the inlet vapor flowrate momentarily causes a very large 
transient surge in the outlet flowrate of subcooled liquid. In fact, under 
certain circumstances, it is possible to make a small decrease in the 
inlet vapor flowrate, and momentarily have such a large decrease in 
the outlet liquid flowrate that for a short period of time, the flowrate 
actually becomes negative, indicating that subcooled liquid actually 
flows backwards into the condenser. 

This type of overshoot characteristic represents a transient flow 
phenomenon which is not very common for fluid and thermal pro
cesses. It is a thermal.instability, governed in part by the condenser 
heat transfer. It has been shown that these experimentally measured 
flow transients are predicted quite accurately using a system mean 
void fraction model, in conjunction with the conservation of mass and 
energy principles. 

The primary purpose of the analytical portion of this paper was not 
directed at the formulation of the system mean void fraction model, 
but rather its utility in predicting the particular condensing flow 
transients under consideration. However, in the light of the experi
mental results herein presented, the model is seen to embody a certain 
analytical simplicity, and yet maintain the capability of accurately 
predicting transient flow phenomena of considerable complexity. 

Preliminary experimental results were also presented which indi
cate the influence of throttling at the condenser outlet as a potential 
means of attenuating the transient flow surges. Inlet throttling ap
pears to have relatively little influence. 
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APPENDIX 
For steady condensing flow conditions, with a uniform heat flux,4 

the local flow quality may be expressed as 

x = -c0(l - £); i = zlW) (15) 

Substituting this relationship into equation (1) yields the following 
expression for the system mean void fraction: 

Hs= C1 ^ { m = l r°aa(x)dx (16) 

A variety of relationships have been developed between void frac
tion and flow quality such as those given by references [8-12]. Some 
of these relationships as well as others are discussed by Collier [13]. 
In general, these relationships have been developed in part from the 
steady-state form of the momentum principle, although many include 
empirically determined constants or parameters. Although these 
models were formulated for adiabatic or evaporating flows, it will be 
assumed that they are valid for condensing flows as well. This as
sumption is supported by Sacks [14], who compared experimental void 
fraction data for adiabatic and condensing flows to the Martinelli-
Nelson [11] correlation. 

It is recognized that many of these correlations were developed for 
particular flow patterns and hence range of flow qualities. Also some 
were developed specifically for vertical rather than horizontal flows. 
Therefore, the predicted accuracy of a given model is dependent upon 
the range of flow qualities of interest as well as other parameters such 
as geometry, density ratio, slip, etc. 

However, since the system mean void fraction represents an average 
void fraction over the entire two-phase region, then for situations 

4 If the heat flux is not uniform, although it would not be as accurate, an es
timate could still be obtained by using this relationship. 

where complete condensation takes place, all of the aforementioned 
void fraction models yield similar results. For example, using equation 
(16), the system mean void fraction was calculated for two of the ex
perimental tests presented in this paper using three different void 
fraction models. This comparison is shown in the following. 

Test Levy's model [8] Fujie's model [9] Zivi's model [10] 
number 

C-2 0.822 0.816 0.831 
C-3 0.826 0.821 0.840 

Also, a spot check was carried out using the Martinelli-Nelson [11] 
and Thom [12] correlations. The system mean void fractions so cal
culated varied from the foregoing table by less than 8 percent. Chato 
[15] and Rufer and Kezios [16] studied stratified flow condensation 
inside of a circular tube. Their observations of liquid level variation 
lend further confidence in the values of the system mean void fraction 
as obtained with the foregoing models. 

Therefore, because of its simplicity, for the particular flow tran
sients under consideration in this paper, Zivi's [10] model was chosen 
to calculate the system mean void fraction. It should be pointed out, 
however, that this does not preclude the use of a more appropriate 
or accurate flow quality model if the particular condensing flow 
conditions warrant it. In fact, one of the salient features of the system 
mean void fraction model is that it is conceptually independent of the 
particular void fraction-flow quality relationship which exists. It is 
only in the determination of a numerical value for the system mean 
void fraction for a specific flow situation that the particular rela
tionship used comes in question. 

The area mean void fraction due to Zivi [10] is given by 

aa=[l + c(l-x)/x]-1 (17) 

where 

c = (p'/p)2 /3 (18) 
Substituting equation (17) into equation (16) and integrating 

yields 

as = — — + In f 1 (19) 
( 1 - c ) ( l - c ) % l ( l - c ) 3 c 0 + ci 

Because of its simplicity, the above relationship was used to calculate 
the system mean void fractions which were required in this paper. 
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Heat Transfer From a Horizontal 
Plate Facing Upward to Superposed \ 
Liquid-Layers With Change of 
Phase 
This paper presents an experimental examination of a novel technique to improve the 
convection heat transfer to a liquid whose boiling point is higher than the temperature' 
of heated surface. A layer of an immiscible, denser, and more volatile "secondary liquid" 
is placed between the heated surface and the layer of the "primary liquid" which is to be 
heated. The secondary-liquid boils on the heated surface, and its vapor condenses in the 
upper primary-liquid layer. The rate of such a heat transfer exceeds by far that of natural 
convection heat transfer to the single primary-liquid layer with an increase of the surface 
temperature, and becomes approximately equal to that of boiling heat transfer to the sin
gle secondary-liquid layer. 

I n t r o d u c t i o n 

Utilization of low-temperature energies such as wasted heat from 
industrial plants has become a very pressing problem in recent years. 
Heat exchangers for that use must have a high heat transfer coeffi
cient, because the available temperature driving forces are generally 
small. Since the application of high power to make the working fluid 
flow is prohibited, however, the heat transfer to the working fluid 
might be primarily by natural convection. Although nucleate boiling 
of the working fluid is desired to obtain a high heat transfer coeffi
cient, it cannot be expected when the temperature of heated surface 
does not attain the boiling point of the working fluid; such a situation 
is very likely because of the low-temperature heat source. 

Fig. 1 illustrates the idea proposed in this paper to overcome the 
difficulty described in the foregoing. Superposed liquid-layers are 
formed on a horizontal heated plate facing upward, an immiscible, 
denser, and more volatile "secondary liquid" being placed between 
the heated plate and the "primary liquid" which is to be heated (i.e., 
working fluid). The secondary liquid boils, and the vapor bubbles 
enter the upper primary-liquid layer, entraining the secondary liquid. 
Such "two-phase bubbles" constituted of the secondary liquid and 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, New York, N. Y., December 5-10,1976. Revised manuscript 
received by the Heat Transfer Division Paper No. 76-WA/HT-l. 

its vapor become liquid drops in the course of rising in the upper layer 
as the result of condensation and then fall back into the lower layer. 
The latent heat of vaporization is transferred to the upper layer in the 
above circulation of the secondary-medium variable in a phase be
tween the lower and the upper layers. The motions of bubbles and 
drops also promote the convection in the two layers, and serve to in
crease the sensible-heat transfer. On the other hand, the lower layer 

Primary liquid 

° ° oSecondary liquid"°g ° 
o ? ° o o o J o J 1 o eg o 
o ° o o ° o o o o cfi ° 

xHeated surface 
Fig. 1 Scheme of "boiling-condensation heat transfer" to superposed 
layers 
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itself provides some resistance for the sensible-heat transfer to the 
upper layer. Moreover, this resistance necessarily makes the tem
perature of the liquid-liquid interface lower than that of the heated 
surface, consequently contributing to reduction of the natural con
vection of primary liquid. Hence an experimental examination is re
quired to clarify whether or not the "boiling-condensation heat 
transfer" described previously has actually an advantage over the 
usual convection heat transfer to the single layer of primary liquid 
under certain conditions. 

Although this phenomenon was described by Oktay [l]1 as a vari
ation of boiling heat transfer to the lower-layer liquid, he presented 
no quantitative result about the heat transfer. Bonilla and Eisenberg 
[2], Bragg and Westwater [3], and Sump and Westwater [4] studied 
the boiling heat transfer to the superposed liquid-layers in which 
condensation hardly occurred. Their results are not applicable, 
however, to the prediction of characteristics of the boiling-conden
sation heat transfer with a view described previously. 

In the practical application, the heat transferred to the upper layer 

1 Numbers in brackets designate References at end of paper. 

is carried away as the enthalpy of the primary liquid, as represented 
in Fig. 1. Since the contribution of the forced convection in the upper 
layer to the heat transfer from the heated plate to the bulk of the 
upper layer seems to be very small in the case of low-temperature 
energy utilization as described before, however, the present experi
ment was designed so that the heat could be carried away from the 
upper layer by the cooling water flowing in the pipe immersed in the 
layer, as shown in Pig. 2. Accordingly, the combined forced and natural 
convection heat transfer to the single layer of the primary liquid with 
which the proposed boiling-condensation heat transfer is to compete, 
should be replaced by a simple natural convection heat transfer. 

Therefore, the rate of natural convection heat transfer to the single 
layer of the primary liquid, as well as that of the boiling-condensation 
heat transfer to the superposed layers was measured using the same 
apparatus, in order to clarify the range in which the latter exceeds the 
former. The rate of boiling heat transfer to the single layer of the 
secondary liquid was also measured with a view to help in under
standing of the characteristics of the boiling-condensation heat 
transfer. 

A p p a r a t u s a n d P r o c e d u r e 
A schema of the apparatus is shown in Fig. 2. A pair of liquids or 

a kind of liquid was used to fill a square column, 100 X 100-mm2 

horizontal area and 260-mm depth. The upper end of the column was 
open to the atmosphere. The side walls were made of Bakelite and 
transparent acrylic plastics. The bottom plate was made of copper 
and was heated uniformly from below. A construction of the heating 
assembly is shown in Fig. 3. An auxiliary heater was installed below 
the main heater to reduce the downward heat loss from the main 
heater. Tips of constantan wires 0.1-mm dia were stuck rigidly onto 
the back of the top copper plate so that the three junctions of ther
mocouples might be located on the diagonal of the plate. Three 
junctions of copper-constantan thermocouples 0.1-mm dia were also 
located on a diagonal of each surface of an asbestos plate between the 
two heaters, so that the downward heat flux from the main heater 
could be calculated. Electric power fed to the main heater and the 
indications of the above thermocouples gave the net heat flux to the 
liquid qw and the temperature of the heated surface (upward surface 
of the top copper plate) Tw. The heated surface was finished with a 
No. 600 emery paper and was used after it was oxidized thoroughly 
to insure the reproducibility of the results [5-7]. 

A copper pipe of 6-mm OD ran zigzag below the free surface of the 
liquid, through which the cooling water flowed to carry away the heat 
transferred from the heated surface, and to maintain the bulk tem
perature T„ in the upper layer or the single layer at a desired level. • 
The temperature profile in the liquid layer, or layers, was measured 
by traversing three copper-constantan thermocouples 0.1-mm dia 
located on a diagonal of a horizontal area in the column. All of the 
thermocouples were read with a potentiometer. 

Water/Freon-113 and liquid paraffin/water systems were taken up 
as representatives, the former in each system being the primary liquid. 
The former system is characterized by higher thermal conductivity 
and surface tension of the primary liquid than those of the secondary 
liquid, respectively; this is reversed in the latter. The Freon-113 used 
was above 99.8-percent purity. Liquid paraffin was reagent grade. 
Water was distilled. The properties of liquids are presented in Table 
1. 

The test conditions are summarized in Table 2. The values ofHnri 

. N o m e n c l a t u r e -

h = heat transfer coefficient, kW/m2K 
ffpri = thickness of primary-liquid layer, 

cm 
•ffsec = thickness of secondary-liquid layer, 

cm 
Nu = Nusselt number 

qw = heat flux, kW/m2 

Ra = Rayleigh number 
T = temperature, °C 
Ts = saturation temperature of secondary 

liquid, °C 
Tw = temperature of heated surface, °C 

To, = bulk temperature of single liquid-layer 
or of upper liquid-layer, °C 

y = distance from heated surface, cm 
AT=TW- T„ 
ATS = TW-T3 
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Freon-113 saturated with water was used. 

and Hsec in Table 2 represent the nominal thicknesses of layers when 
neither boiling nor boiling-condensation occurred. 

Further details of apparatus and procedure are presented elsewhere 
[8] with the complete data of the experiment. 

Results and Discussion 
The outline of dynamics of boiling-condensation phenomenon was 

as follows. The vapor bubbles released from the heated surface rise 
in the lower layer until they reach the liquid-liquid interface. There, 
the bubbles move along the interface and coalesce to each other, 
producing larger, but fewer, bubbles. When such bubbles become large 
enough to break away from the interface, they rise into the upper 
layer, each of them entraining some amount of the secondary liquid. 

Table 1 Properties of liquid used 

Density (at 20°C), 
kg/m3 

Saturation temperature 
(at 101.3 kPa), °C 

Latent heat of vapori
zation (at saturation 
temperature), kJ/kg 

Specific heat at 
constant pressure 
(at 20°C), kJ/kg-K 

Thermal conductivity 
(at 20°C), kW/m-K 

Kinematic viscosity 
(at 20°C), m2/s 

Prandtl number 
(at 20°C) 

Surface tension 
(at 20°C), M/m 

Freon-113 

1577 

47.6 

146.7 

0.933 

0.777xio"4 

0.436 xio"6 

8.26 

1.96X10"2 

Water 

998 

100 

2255 

4.18 

6.02 > 

1.00* 

7.09 

7.24X 

10" 

10" 

10" 

4 

-6 

2 

Liquid 
paraffin 

880 

above 300 

• 

2.2 

1.26x10"* 

3.62X10"2 

Such two-phase bubbles no longer continue their ascent when the 
vapor phases inside them shrink to some extent, as the result of con
densation, and fall back into the lower layer in the form of liquid 
drops. It was expected according to the study by Selecki and Gradon 
[9] that some difference in above behaviors might appear between 
water/Freon-113 and liquid paraffin/water systems since the sur
face-tension relation between the primary and secondary liquids in 
the former system is reversed in the latter system. As a matter of fact, 
no marked difference was found between both systems except that 
the liquid paraffin became opaque by the emulsification of water in 
the high heat-flux range, and that the liquid paraffin touched the 
heated surface and wetted it displacing water over a limited area, also 
in the high heat-flux range, as reported by Bonilla and Eisenberg [2] 
for styrene/water system. 

Fig. 4 illustrates a typical temperature profile in each case that 
boiling-condensation in superposed water/Freon-113 layers, natural 
convection in water layer, or subcooled boiling in Freon-113 layer 
underwent. The heat fluxes in those examples are approximately the 
same. Sandwiched between thin thermal boundary layers a wide 
uniform-temperature region was formed in the upper layer or the 
single layer under each heat-transfer mode. This fact warrants the 
designation of the reference bulk temperature T„. 

It is known that the natural convection of fluid between two hori
zontal plates in the range Ra > 106, a so-called "surface convection 
layer," appears on each plate and that the heat transfer from the 
heated plate to the uniform-temperature region, and that from there 
to the cooled plate are independent of each other [10], where the 
thickness of the fluid layer is employed in Rayleigh number as the 
characteristic geometric factor. The Rayleigh numbers in all runs of 
the present experiment were superior to 106, when Hpri in cases of 
natural convection in the single primary-liquid layer and boiling-
condensation in the superposed layers or Hsec in case of subcooled 
boiling in the single secondary-liquid layer was taken as the geometric 
factor. It was observed that two-phase bubbles or vapor bubbles 
hardly entered the uniform-temperature region in case of boiling-
condensation in the superposed layers or subcooled boiling in the 
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Fig. 5(a) Water/Freon-113 system 

single secondary-liquid layer. This fact suggests that the situations 
in and above the uniform-temperature region in those cases were 
similar to those under the natural convection described previously, 
and the heat transfer from the uniform-temperature region to the 
cooling pipe is expected to have affected hardly the heat transfer from 
the heated surface to the uniform-temperature region also in those 
cases. This warrants the replacement of the practical situation shown 
in Fig. 1 by the present experimental model. 

The data of our experiment of natural convection heat transfer to 
the single water layer are well arranged by the following relation
ship 

200 

Nu = 0.16 Ra1'3 
(1) 

where the physical properties are estimated at the bulk temperature 
T„. Note that the selection of the characteristic geometric factor does 
not affect the foregoing equation. The data about the natural con
vection heat transfer to the single liquid-paraffin layer are also related 

qw = AT*"3 or h oc AT1'3 
(2) 

although the relation between Nusselt and Rayleigh numbers cannot 
be presented since the necessary data of properties of liquid paraffin 
have not been available. Foregoing facts agree with the results of 
previous studies [10, 11], and suggest, though indirectly, that the 
boundary effects including the sideward heat loss from the heating 
assembly are small enough and that the uniform heat flux was realized 
with a good approximation in the present experiment. 

Fig. 5 presents comparisons of relations QW versus AT between the 
natural convection heat transfer to the single primary-liquid layer 
and the boiling-condensation heat transfer to the superposed layers 
in water/Freon-113 and liquid paraffin/water systems, respectively. 
It is evident that the heat flux of the boiling-condensation heat 

200 

Fig. 5(6) Liquid paraffin/water system 
Fig. 5 Heat flux versus temperature difference—comparison between natural 
convection heat transfer and boiling-condensation heat transfer 
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40 60 

transfer exceeds that of natural convection heat transfer with an in
crease of AT, Tc„ being held constant, in each of the systems. This 
result insures the potential applicability of the boiling-condensation 
heat transfer proposed in this paper to utilization of low-temperature 
energies described in the Introduction. The deviation of plots for 
PW-BC 1 from a straight line in the high heat-flux range shown in Fig. 
5(6) and also in Figs. 7(6) and 8 is ascribed to an increase of surface 
temperature as the result of the wetting of the surface by liquid par
affin as described before. 

Fig. 5(a) suggests also that Hpr{ has little influence on the heat 
transfer rate (compare WF-BC1 and WF-BC7) as was expected from 
such temperature profiles as shown in Fig. 4. Fig. 6 shows qw — AT 
relations in water/Freon-113 system, the parameter Hsec varying from 
0.5 to 4.0 cm. Evidently the thermal resistance of the lower layer does 
not depend on its thickness at least in that range. 

Seemingly, the bulk temperature T„ has some influence on the heat 
transfer in both systems. This influence can be interpreted as fol
lows. 

Fig. 7 is obtained by rearranging the data presented in Fig. 5 into 
the relation between qw versus ATS, the superheat of heated surface 
with respect to the saturation temperature of secondary liquid Ts, as 
in dealing with usual boiling heat transfer. The relations in water/ 
Freon-113 system are quite the same without regard to T». Although 
a little scatter depending on T„ appears in liquid paraffin/water 
system, those relations seem to agree in the higher heat-flux range 
unless a wetting of the surface by liquid paraffin occurs. That is, the 
heat flux is determined practically, only by AT"S or Tw in each system, 
and T„ has essentially little influence on the boiling-condensation 
heat transfer. The results presented in Figs. 5-7 indicate that the 
boiling-condensation heat transfer surpasses the natural convection 
heat transfer in the range ATS > 11K in water/Freon-113 system, and 
insofar as Tw just exceeds Ts in liquid paraffin/water system. 

The weak dependence of boiling-condensation heat transfer on T„ 
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Fig. 7 Heat flux versus superheat of heated surface 
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Fig. 8 Comparison between boiling-condensation heat transfer (WF-BC6, 
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as described previously suggests that the latent-heat transfer pre
dominates and that the heat transfer is strongly controlled by the 
boiling in the lower layer. Therefore, the boiling-condensation heat 
transfer is compared with the subcooled boiling heat transfer to the 
single secondary-liquid layer, T„ being maintained at the same level, 
for each system of the two in Fig. 8. Since no difference was found 
between the boiling of pure Freon-113 and that of Freon-113 saturated 
with water, only the data of the latter are presented here. The relations 
qw versus AT for both heat transfer modes are similar in each system 
and seem to agree with an increase of qw, except for the increase of 
AT caused by the wetting of heated surface by liquid paraffin in liquid 
paraffin/water system. A little discrepancy in the low heat-flux range 
is ascribed to the difference in sensible-heat transfer between both 
modes. The convection in the superposed layers is divided into two . 
parts by the liquid-liquid interface, and a certain resistance is pro
vided at the interface, as represented by the temperature profile in 
Fig. 4. Consequently the temperature in the lower layer must increase 
close to the saturation temperature of the secondary liquid Ts to bear 
the given heat flux when T„ is fixed at a certain level. Therefore, the 
situation in the lower layer seems to be closer to that of saturation 
boiling than that of subcooled boiling cited in Fig. 8. The sensible-heat 
transfer must decrease with a decrease of subcooling though this de
pendence is generally unnoticeable in higher heat-flux range. A larger 
AT in case of boiling-condensation heat transfer than that in case of 

subcooled boiling heat transfer at the same qw is reasonably ascribed 
to an increase of T,„ to compensate the aforementioned dependence 
of sensible-heat transfer on the effective subcooling. 

Concluding Remarks 
An experimental study has been carried out concerning the heat 

transfer to the primary-liquid layer superposed on the layer of an 
immiscible, denser, and more volatile secondary liquid which boils 
on the heated surface and then condenses in the primary-liquid layer. 
Conclusions reached from the study are as follows. 

The rate of the above heat transfer exceeds by far that of natural 
convection heat transfer to the single primary-liquid layer with an 
increase of the temperature of heated surface, unless it does not attain 
the saturation temperature of the primary liquid. The characteristics 
of this heat transfer are practically controlled by the boiling of the 
secondary liquid on the heated surface without regard to the other 
factors, and consequently the heat transfer rate approximates to that 
of the boiling heat transfer to the single secondary-liquid layer, pro
vided the surface temperatures are the same. These results indicate 
the advantage of this heat transfer method in some practical utiliza
tions. 

It is readily presumed, however, that some practical problems will 
arise in the implementation of this method. The entrainment of the 
secondary liquid in the flowing primary liquid, for example, has to 
be prevented or, at least, reduced to a high degree by some means. 
Some refrigerants used as secondary liquids may contaminate the 
heated surface with deposits. These troublesome problems excluded 
from the scope of the present paper will have to be examined in the 
future. 
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Dynamics of a Vaporizing Droplet 
in Laminar Entry Region of a 
Straight Channel 
A theory is developed for two-phase flow wherein droplets suspended in a gas stream pen
etrate the hydrodynamic boundary layer in the laminar entry region of a straight channel 
with isothermal walls. A fraction of the droplets is captured by the boundary layer due 
to isotropic turbulence superimposed at the edge of the the boundary layer. Transverse 
motion of the droplet is under the influence of Stokes' drag, buoyancy, gravity and inertia 
forces. Axial motion of the droplets is with the local gas velocity without slip. Droplet tra
jectories are determined by the numerical integration of the equations of motion employ
ing the fourth order Runge-Kutta technique. Using these results, a two region modelis 
developed for determining the convective heat transfer conductance augmented by drop
let vaporization. Momentum and heat transfer results are presented for air/water-droplet 
system containing IO/ASOIJ. droplets under typical conditions encountered in dry cooling 
towers. 

Introduction 

Most of the power generation plants in the United States are 
equipped with evaporative cooling towers which consume large 
quantities of water, develop insufficient draft in certain geographic 
locations and produce ecologically undesirable drifts and plumes. This 
general consideration has engendered considerable interest in two 
evaporative cooling concepts: dry cooling and film cooling. The dry 
cooling concept consists of spraying relatively finer water droplets 
(l0/j-50yu in diameter) into the inlet air stream, thereby lowering the 
dry bulb temperature and in addition enhancing the air side heat 
transfer due to droplet vaporization. As far as possible, the wetting 
of the heat exchanger surface is avoided so as to minimize the problem 
of heat exchanger fouling. The film cooling concept consists of in
jecting relatively larger droplets, 100M or more in diameter, and ob
taining a liquid film which displaces the gas boundary layer from the 
heat exchanger surface. This results in considerable enhancement in 
heat transfer rates, mainly due to sensible heating and evaporation 
of the liquid film. The price we pay for larger enhancement is the 
fouling of the heat exchanger surface by the liquid film. In both these 
concepts, a knowledge of the droplet dynamics within the boundary 
layer is extremely desirable. 

Up to now, a theoretical analysis of the dynamics of a vaporizing 
droplet in the laminar entry region of a straight channel has not been 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 
OF MECHANICAL ENGINEERS and presented at the AICHE-ASME Heat 
Transfer Conference, Salt Lake City, Utah, August 15-17,1977. Manuscript 
received by the Heat Transfer Division May 31,1977. Paper No. 77-HT-40. 

reported. Recently, Eldighidy, et al. [I]1 presented an analytical in
vestigation of particle deposition in the entry region of a straight 
channel. However, their analysis is restricted to rigid particles with 
electrostatic charge and without gravitational force. The present paper 
deals with the dynamics of a vaporizing droplet in the laminar entry 
region of a straight channel, which is the most commonly encountered 
heat exchanger surface. It is an extension of a similar analysis for flat 
plate reported by Bhatti and Savery [2]. It also draws upon a recently 
reported analysis by the same authors [3] for the development of a 
continuous phase flow in a straight channel. 

The present analysis applies to the restricted regime of two-phase 
flow wherein the interaction between the phases can be ignored. In 
other words, the analysis is uncoupled in terms of the behaviors of the 
dispersed droplet phase and the continuous gas phase. A practical 
application of this regime of two-phase flow is in dry cooling towers 
where starvation quantities of Very fine droplets (10M-50M in diameter) 
are injected into the inlet air-stream, particularly during temporary 
periods of high ambient dry bulb temperatures and power demand. 
This analysis is also apt to be of interest in atomizers, nuclear reactors 
and combustion devices involving the spray of fuel droplets. 

Analysis 
Physical System. A gas stream containing suspended liquid 

droplets enters a straight channel of width 2o, as shown in Fig. 1. The 
hydrodynamic boundary layers start growing on the two channel walls 
which are maintained at uniform temperature. The effect of viscosity 

1 Numbers in brackets designate References at end of paper. 
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Fig. 1 Physical system 

gradually spreads across the channel, and the droplets tend to flow 
preferentially in the accelerated fluid core where the effect of viscosity 
is not noticeable. The mechanism responsible for propelling a fraction 
of droplets toward the channel wall is a low-level isotropic turbulence 
superimposed on the invisid fluid core. Within the boundary layer, 
the transverse motion of the droplets is due to transverse drag, 
buoyancy, gravity and inertia forces, and the axial motion is due to 
axial drag and pressure forces. The transverse drag and gravity forces 

oppose droplet penetration in the upper boundary layer, but aid it 
in the lower boundary layer. Thus, only the upward facing channel 
wall participates in the heat transfer augmentation by droplet va
porization. 

Assumptions. The following simplifying assumptions enter into 
the analysis: 

1 Droplets are spherical and obey Stokes' law. As such, the 
analysis is restricted to droplets with the Reynolds number (based 

-Nomenclature-

a = half channel width, m 
A = constant defined by equation (13), di-

mensionless 
b = channel depth, m 
B = constant defined by equation (14), di-

mensionless 
cp = specific heat of the gas phase, Ws/kgK 
D = binary vapor diffusivity, m2/s 
g - acceleration due to gravity, m/s2 

h = heat transfer coefficient in the presence 
of droplets, W/m2K 

h = average heat transfer coefficient in the 

absence of droplets, W/m2K 

hm = mass transfer coefficient, kg-mole/ 
m2s 

hfg - enthalpy of droplet vaporization, 

J/kg 

k = boundary layer thermal conductivity, 
W/mK 

K = parameter defined by equation (23), 
s/J 

m = initial droplet mass, kg 
Am = mass defect due to droplet vaporiza

tion, kg 
rh" = droplet mass flux in the inlet stream, 

kg/m2s 
M = molecular weight of the droplet, kg/kg 

mole 
M = average molecular weight of the 

boundary layer, kg/kg mole 
Nu = ha/k, average Nusselt number in the 

absence of droplets, dimensionless 
p = local pressure within the channel, Pa 
Pr = iiCp/k, Prandtl number, dimension-

less 

r = instantaneous droplet radius, m 
ro = initial droplet radius, m 
R = r/r0, instantaneous droplet radius, di

mensionless 

Ri = convective resistance of the inner region 
of the boundary layer, K/W 

R2 = convective resistance of the outer region 
of the boundary layer, K/W 

Rs = conductive resistance of the outer region 
of the boundary layer, K/W 

Req = equivalent resistance of the boundary 
layer, K/W 

Re = u^a/v, Reynolds number, dimension-
less 

Sc = n/D, Schmidt number, dimensionless 
Sh = 2rhm/D, Sherwood number, dimen

sionless 

t = time, s 
To = channel wall temperature, K 
T„ = fluid core temperature, K 
Tj = temperature between the two regions of 

the boundary layer, K 
u = axial boundary layer velocity, m/s 
uo = uniform axial velocity at the channel 

inlet, m/s 

u„ = axial core velocity, m/s 
U = tim/uo, axial core velocity, dimension

less 
UQ = axial core velocity at the point of drop

let entry, dimensionless 

v = transverse droplet velocity, m/s 
vt = transverse velocity due to turbulence 

superimposed at the boundary layer edge, 
m/s 

Vo = vtr$/\, dimensionless 

x = axial coordinate, m 
X = (x/a)/Re, axial coordinate, dimension

less 
Xeo = (£/a)/Re, hydrodynamic entry length, 

dimensionless 
y = transverse coordinate, m 
yd = transverse location of the droplet, m 
a = parameter defined by equation (10), 

m2/s 
«i = a/A, dimensionless 
/3 = parameter defined by equation (11), 

m/s2 

ft = )3/-o3/X2, dimensionless 
7 = parameter defined by equation (18), di

mensionless 
5 = hydrodynamic boundary layer thickness, 

m 
6Q = hydrodynamic boundary layer thickness 

at the point of droplet entry, m 
St = thermal boundary layer thickness, m 
f = btli, boundary layer shape factor, di

mensionless 
A = parameter defined by equation (9), 

m2/s 
ix = dynamic viscosity of the gas phase, kg/ 

ms; also unit of length, micron 
v = 11I'p, kinematic viscosity, m2/s 
£ = hydrodynamic entry length, m 
p = gas phase density, kg/m3 

Pt = droplet density, kg/m3 

T = Xt/ro2, time, dimensionless 
wo = vapgr mole fraction at the droplet sur

face temperature, dimensionless 
a>» = vapor mole fraction at the average 

boundary layer temperature, dimension
less 
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on the-turbulence velocity, ut, droplet diameter and the average ki
nematic viscosity of the gas phase) less than unity. 

2 Droplet concentration is low, so that there is no interference 
between the neighboring droplets. 

3 The level of isotropic turbulence is low, so that the laminar 
boundary layer flow remains unaffected. 

4 The velocity and the temperature gradients within the boundary 
layer are mild, so that the lift force arising due to droplet rotation and 
the reaction force arising due to nonuniform evaporation are negli
gible. 

5 Within the fluid core, the velocity and the temperature of the 
droplets are the same as those of the gas phase. 

6 The transverse velocity component of the gas boundary layer 
is negligible. 

7 Droplets move axially with the local gas velocity. (There is some 
droplet slippage in the axial direction. However, as long as the tur-
belence velocity, vt, is a small fraction of the core velocity, u„, this 
problem is relatively unimportant.) 

It is extremely desirable to provide a bound on the applicability of 
the analysis within the confines of the foregoing assumptions. This 
can be accomplished by the following reasoning: 

The relative axial velocity of the droplet is of the order of the tur
bulence velocity, ut, whereas the axial velocity of the gas boundary 
layer is of the order of the core velocity, u.„. Then, the axial momen
tum of the droplet, ignoring slippage, is of the order of mu„, while 
taking into account slippage it is of the order of m(u„ — vt). Forming 
the ratio of the two momenta, we notice that the droplet slippage in 
the axial direction can be ignored if the ratio (u„ — vt)lua> does not 
differ appreciably from unity. Arbitrarily small values, such as 0.99 
and 0.95, can be specified for this ratio, and thence the ratio (vt/u„) 
can be determined. Knowing u„, ut can be determined. This, coupled 
with the condition that the Reynolds number based on the turbulence 
velocity, droplet diameter and the average kinematic viscosity of the 
gas phase should be less than unity, provides the requisite bound on 
the applicability of the analysis. 

Entry Region Flow Development. Before commencing the 
analysis of the two-phase, two-component flow within the confines 
of the foregoing assumptions, the problem of laminar flow develop
ment for the gas stream must be solved. There are numerous solutions, 
analytical as well as numerical, of this problem. A particularly simple 
and accurate solution is the one reported recently by Bhatti and Sa-
very [3]. This solution consists in applying the following velocity 
distribution in the hydrodynamic entry region: 

u= - — -—(2yb - y 2 ) 
2fj dx 

(1) 

Equation (1) is a generalization of Hagen-Poiseuille's parabolic 
distribution. The physical implication of applying it in the entry re
gion is that, as in the fully developed region, so in the developing re
gion the pressure force and the viscous force balance each other within 
the boundary layer. This is tantamount to saying that the effect of 
the inertia force is confined to the inviscid core only where it is bal
anced by the pressure force. 

Introducing equation (1) into the macroscopic mass balance 
equation, we obtain the following expressions for the local boundary 
layer thickness and the pressure gradient: 

5__ 3 ( t / - l ) 

a U 

dp _ 2 / /m0 \ U3 

dx~ ~ 9 \a2) ( t / - l ) 2 

(2) 

(3) 

When equations (2) and (3) are introduced into equation (1), it 
assumes the form 

©['"©] (4) 

The remainder of the momentum transfer quantities are also ex
pressible in terms of the dimensionless core velocity, U. Finally, the 
variation of U with the dimensionless axial coordinate, X, is deter

mined from the macroscopic mechanical energy equation which 
yields 

dU 70U2(3 - 2U) 

dX~ (U- 1)2(513 -2971/ ) 
(5) 

whose solution subject to the boundary condition that at X = 0, U = 
l , i s 

X 
594i/2 + 90U - 684 - 15U£n(3 - 21/) - 1308UtnU 

(6) 
280 U 

At the channel inlet U = 1, and when the flow become hydrody-
namically developed U = 3/2. Equations (5) and (6) correctly predict 
that the flow becomes developed asymptotically at X = •», which 
means the hydrodynamic entry length is infinite. It is customary to 
define the hydrodynamic entry length as that axial distance at which 
U is within 1 percent of its ultimate fully developed value. Thus, in
troducing U = 1.4850 into equation (6), we obtain 

(JM 
Re 

X„ •• 0.1674 (7) 

This value compares very well with the prediction of the well known 
series solution by Schlichting who predicts X„ = 0.16 [4]. 

Droplet Velocity Components. In reference [2], it is shown that 
the transverse motion of a vaporizing droplet penetrating the hy
drodynamic boundary layer is governed by the equation 

d_ 

dt (m-^)=mg{j-ymg + ^ r dyd 

dt 

The left hand term of this equation represents the inertia force, and 
the three terms on the right hand side represent buoyancy, gravity 
and drag force, respectively. The solution of this equation yields the 
transverse location, yd, of the droplet at any instant t, after it pene
trates the boundary layer [2], as 

yd' 
, r/3ro2 + 4Xvtl 

° l_4A(a: + 2A)J 

where 

- H M_p_ 

M p. 

a — 3 

DSh£n 

\2Pe 

P(ro2 ~ 
4A(a-

' 1 - OJoo^ 

- 2A£)2 

-2A) 

) 1 
• W Q / 

•) 

(8) 

(9) 

(10) 

(U) 

Introducing the dimensionless variables T, « I , )3I, and Vo, the 
foregoing can be written as 

e)=© + A + B ( 1 - 2 T ) 2 

where 

4 W L (ai + 2) J 

fl_I/2.)|_ft_l 
4 \a/ L(«i -2)J 

(12) 

(13) 

(14) 
- ( « i - 2 ) _ 

In arriving at equation (8), the following simple equation for the 
droplet vaporization rate has been used 

dr_ _ A 

dt r 

Treating A as a constant [2], this equation can be integrated at once 
to obtain the instantaneous droplet radius, ft, as a function of the 
dimensionless time T. Thus 

ft2 
• 2 T (15) 

Habib [5] compared the predictions of the simple equation (15) with 
those of a more cumbersome equation which, in essence, takes account 
of the temperature dependence of the parameter A. The comparison 
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shows that along a constant area duct the predictions of the two 
equations agree very well. At the duct inlet, however, the latter 
equation exhibits somewhat anomalous behavior. Instead of pre
dicting a decrease, it predicts an increase in the droplet radius. Habib 
[5] explains it as due to thermal expansion of the droplet. 

Differentiating equation (12) with respect to T, the transverse ve
locity component of the droplet is seen to be 

/iL)..WlzM {16) 
W vy«i-2) 

Since there is no droplet slippage in the axial direction, equation 
(4) represents the axial velocity component of the boundary layer as 
well as that of the droplet. 

Droplet Trajectories. Noting that u = dx/dt, we obtain from 
equation (4) after the introduction of the dimensionless variables 

£-©©""<?)[»-(?)] 
Eliminating X in terms of U via equation (5), this can be written 
as 

dU ^ yUs(3-2U) 

dr~ (U- 1)2(513 - 297(7) 

where 

(¥)[-(¥)] ™ 

7 •"©(?)' (18) 

Here yd is given as a function of T by equation (12) and 6 is given 
as a function of U by equation (2). Thus, equation (17) is an ordinary 
differential equation for the variation of U with T. Unfortunately, it 
cannot be integrated in closed form since the variables U and r are 
non-separable. Therefore, recourse has to be taken to numerical in
tegration. With the specification of the initial condition U = Uoat 
T = 0, equation (17) can be integrated in a straightforward fashion by 
the application of the fourth order Runge-Kutta technique. In the 
next section, we shall present the results of the numerical integra
tion. 

Knowing the variation of U with T, the axial and the transverse 
coordinates of the droplets can be determined at any instant from 
equations (6) and (12), respectively. Thus, knowing the point of 
penetration and the instantaneous location of the droplet, its trajec
tories can be traced without difficulty. 

Augmented Heat Transfer Coefficient. A simple two-region 
model developed in Reference [2] is used for determining the heat 
transfer coefficient in the presence of the droplets. The boundary 
between the two regions is given by the depth of penetration of the 
droplets. The thermal resistance of the boundary layer can be divided 
into three resistances, as shown in Fig. 2. The expressions for the three 
resistances as presented in Reference [2] are 

Rl = ±z(^-&o + y ^ 
hb£\ 

hb£\ 

& 

Ra = K(Ti - T„) 

(19) 

(20) 

(21) 

where 

-"<i> 

( 6 - 6 . 

RT = Conductive 
Resistance 

R? = Convective 
Resistance 

Convective 
Resistance 

T,- = 
K(RtT„ + R2T0) - RiR2 

K-

K(RX + R2) 

3m 

m"'Amhfgba 

(22) 

(23) 

Implicit in the derivations of equations (19) and (20) is the as
sumption that the thermal boundary layer thickness, St, and the hy-
drodynamic boundary layer thickness, d, are coincident. In other 
words, the boundary layer shape factor, f, is unity. Strictly speaking, 
this assumption is true for a flat plate with zero pressure gradient 
involving the flow of a fluid with Prandtl number equal to unity [6]. 
Since the Prandtl number of practically all the industrially important 
gases, including air and steam, is nearly unity, the boundary layer 
shape factor for the gases flowing over an isothermal flat plate does 
not deviate significantly from unity. This can be seen more clearly 
from the equations [7] 

f = 1/Pr1'3 (Pr > 1) 

f2 - f + 0.4 = 0 (Pr < 1) 
8Pr 

(24) 

(25) 

Thus, the assumption of unity boundary layer shape factor is quite 
justified in the case of a flat plate. Even in the case of a straight 
channel where a negative pressure gradient is present, this assumption 
remains quite valid for fluids with Pr < 1. Comparison of the f's 
computed by Sparrow [7], using equation (25) for a flat plate and the 
complicated differential equation applicable to a straight channel, 
showed that up to Pr = 0.1, the f's computed from the two equations 
are practically indistinguishable. For Pr = 1, f computed from 
equation (25) is about 10 percent higher than that computed from the 
differential equation which, unfortunately, cannot be integrated in 
closed form. 

The resistances Ri and fl3 are in parallel and R\ is in series with 
them, so that the equivalent resistance of the boundary layer is 

Ra 
R1R2 + RjRz + R3R1 

Ro + -Ra 
(26) 

The augmented heat transfer coefficient, h, in terms of ReQ is given 
by 

•• ReM (27) 

The average heat transfer coefficient h in the combined hydrody-
namic and thermal entrance region of a straight channel involving the 
single-phase flow can be determined from the following simple rela
tion presented by Sparrow [7] 

Nu = — = 0.664Pri/3X-^2(l + 1.825X1'2)1-'2 

k 
(28) 

Fig. 2 Thermal resistance of the boundary layer 

This relation is valid for 0.01 < Pr < 2. For a fluid with Pr =* 1, the 
length of the combined hydrodynamic and thermal entrance region 
can be taken as X„, given 'by equation (7). This enables the deter
mination of h from equation (28). Forming the ratio h/h, the en
hancement in the heat transfer rate due to droplet vaporization can 
be determined. 

Results and Discussion 
The use of the foregoing equations is illustrated by applying them 

to the following typical conditions encountered in dry cooling tow
ers: 

Re = 500, u0 = 1.524 m/s, vt = -0 .01 u0, T«, = 308K, 

T0 = 325K, m" = 0.00625 - 0.025 kg/m2s. 

Under these conditions, the physical properties of air/water-droplet 
system are: 

M = 18 kg/kg-mole, M = 28 kg/kg mole, p = 1.25 kg/m3, 

pt = 993 kg/m3, M = 2.227 X 10"3 kg/ms, v = 1.782 X 10~3 m2/s, 

D = 2.944 X lO- 3 m2/s, k = 2.802 X 10~2 J/kg, hfe = 2.4 

X 106 J/kg, Sc = 0.61, Sh = 2.13, Pr = 1. 
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Fig. 3 Droplet trajectories in the entry region of a straight channel 

The mole fractions, a>„ and wo, entering equation (9) are determined 
from the partial pressures of water vapor read from the thermody
namic tables corresponding to the average boundary layer tempera
ture (To + TJj/2 and the average surface temperature of the droplet, 
which is taken as the wet bulb temperature corresponding to (T0 + 
r„)/2. 

The quantities i$o and Uo enter as parameters in the integration of 
equation (17). In order to obtain typical results, (<50/a) is taken as 0.5. 
According to equation (2), this corresponds to Uo = 1.2. Introducing 
this value of U into equation (6), we notice that the droplet penetrates 
the boundary layer at the axial distance X = 0.0071. Knowing the 
value of U at any instant T from the numerical integration of equation 
(17), the droplet trajectories are calculated as explained in the pro
ceeding section. A step size of AT = 0.01 is used. The calculated results 
are displayed in Fig. 3. Under the specified conditions, 10 and 20/x 
diameter droplets vaporize completely within the boundary layer. 
Note that from equation (15), the dimensionless vaporization time 
of a droplet is 0.5. Droplets having 30, 40 and 50fi diameter deposit 
on the channel wall before complete vaporization. The point of impact 
of 50M droplet is closer to the leading edge of the channel wall than 
the point of impact of 30/̂  droplet. This is in consonance with expec
tation since heavier droplets gravitate more rapidly than lighter 
droplets. 

Knowing the dwell time of the droplet within the boundary layer 
from equation (17), its instantaneous radius is calculated at the instant 
of deposition for 30, 40 and 50M- For 10 and 20^ droplets, the final 
radius is zero. Thus the mass defect due to vaporization, Am, is de
termined for all the droplets. This, coupled with the coordinates of 
the final position of the droplet, enables the determination of the 
boundary layer resistances from equations (19)-(23). Next, the 
equivalent resistance is determined from equation (26), and thence 
the augmented heat transfer coefficient is computed from equation 
(27). Finally, the percent enhancement is determined with the help 
of equation (28).. 

Fig. 4 shows the heat transfer enhancement results for 10-50^ 
droplets. The various curves are parametrized by the values of the 
droplet mass flux at the channel inlet. The smaller diameter droplets 
vaporize completely, but do not penetrate the boundary layer deep 
enough. The larger droplets, on the other hand, penetrate the 
boundary layer completely, but suffer very little mass defect during 
transit. The maximum heat transfer enhancement, therefore, is 
caused by a droplet penetrating the boundary layer completely and 
suffering maximum mass defect during transit. 

Note that the heat transfer enhancement attributed to the droplets 
that deposit on the channel wall is due to vaporization alone. Actually, 
these droplets cause further heat transfer enhancement due to sen
sible heating and evaporization of the liquid film which they even
tually form. The present heat transfer model is restricted to vaporizing 
droplets only and does not take account of the resistance introduced 
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1 I I 
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0.0125 / 

0.00625 / / 

= ^ P ^ 1 1 
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0 10 20 30 40 50 
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Fig. 4 Heat transfer augmentation by droplet vaporization in the entry region 
of a straight channel 

by the liquid film. However, the momentum transfer model gives 
complete history of the droplets from the instant of penetration to 
the instant of deposition. 

Finally, it may be pointed out that according to this theory, droplets 
do not penetrate the boundary layer formed on the downward facing 
wall of the channel. This fact was confirmed by the qualitative ob
servations made on an experimental rig under similar conditions [8]. 
However, no quantitative measurements suitable for comparison with 
the theoretical predictions are available. 

Concluding Remarks 
An analysis of an important industrial problem hitherto unexplored 

has been presented. The variation of droplet radius during its transit 
through the boundary layer has been taken into account, which ren
ders the analysis quite realistic. The simple two-region model for the 
heat transfer rate enables the determination of the augmented heat 
transfer coefficient, which is of major technical importance. Since the 
two-region model entails the solution of the energy equation in an 
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overall sense, the local boundary layer temperatures cannot be pre
dicted. However, this does not limit the usefulness of the analysis. In 
practical applications, the augmented heat transfer coefficient rather 
than local boundary layer temperature is sought. 
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Numerical Predictions of Heat 
Transfer to Supercritical Helium in 
Turbulent Flow Through Circular 
Ti 

A numerical method is used to calculate heat transfer to supercritical helium in turbulent 
flow through circular tubes with constant wall heat flux. Comparisons of numerical pre
dictions to experimental data showed good agreement. Numerical results were obtained 
for pressures from 2.5 to 20 atm and these results were correlated in terms of a heat flux 
parameter. A preliminary study of heat transfer in the thermal entry region showed the 
increase of the film coefficient to be larger for higher heat fluxes and for cases where the 
inlet bulk enthalpy was above the pseudocritical value. 

Introduction 

The technology of superconducting materials has advanced to the 
point where several types of practical systems using superconductivity 
are either in operation or in an advanced planning stage. Supercon
ducting magnets have applications in fusion research. The use of su
perconducting materials for large-scale power transmission is now 
under serious consideration [l].1 The ultra low temperatures required 
for these applications (~5 K) are maintained by cooling with helium. 
In the case of small superconducting magnets for laboratory use, the 
conductor is usually immersed in liquid helium at atmospheric 
pressure and the heat-transfer mechanism is pool boiling. For more 
complex systems, however, Kolm [2], Johannes [3], and Giarratano, 
et al. [4] indicate that there are definite advantages to using forced 
flow of supercritical helium for cooling. 

Experimental data for forced convection heat transfer to super
critical helium are limited. Johannes [3] has provided some data at 
pressures of 3-6 atm (the critical pressure for helium is 2.245 atm). 
His results are limited to low heat fluxes and to bulk temperatures 
less than the pseudocritical temperature. Brechna [5] correlated some 
experimental data using the McAdams equation 

Nu = 0.023 Re0-8 Pr0-4 
(1) 

but the range of experimental conditions was not reported. The largest 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of The American Society of 

Mechanical Engineers and presented at the AIChE-ASME Heat Transfer 
Conference, Salt Lake City, Utah, August 15-17, 1977. Manuscript received 
at ASME Headquarters April II, 1977. Paper No. 77-HT-6. 

source of data is the work of Giarratano and coworkers [4,6]. In ref
erence [4] they give heat-transfer coefficients for more than 100 data 
points in the pressure range of 3-20 atm and present a correlation in 
the form 

Nu = 0.0259 Re0-8 Pr0-4 (Tb/Tw)0-™ (2) 

These data are also limited to moderate heat fluxes, however. 
It has been shown by several investigators [7-9,17] in experimental 

heat-transfer studies of carbon dioxide, water, oxygen, and hydrogen 
that for cases where Tb < TM, TW > TM, and qw is sufficiently high, 
the film coefficient may drop to a level well below that predicted by 
either equation (1) or (2). Those test conditions were not achieved in 
any of the experimental work reported in references [3-5]. Later 
studies were reported by Giarratano, et al. [6] at a pressure of 2.5 atm 
in which those conditions were achieved and deterioration of the film 
coefficients was found. The measured film coefficients were much 
lower than those predicted by equation (2). It does not appear that 
a simple correlation of the type of equation (1) or (2) will account for 
the severe property variations that occur at moderate to high heat 
fluxes. 

It has been shown [10] that heat-transfer coefficients for turbulent 
forced convection to supercritical water (Pr = 1.4) in flow through 
circular tubes can be predicted with good accuracy over rather wide 
ranges of heat flux and flow rate using numerical analysis. The pur
pose of the work reported here is to produce numerical predictions 
of heat-transfer coefficients for supercritical helium and to present 
those results in a form useful for the designer or analyst. Verification 
of the analysis is provided to the extent possible by comparison of 
analytical results to experimental data. Some limitations of the nu
merical results are discussed. 
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T h e N u m e r i c a l M e t h o d 
The problem considered here is heat transfer to supercritical helium 

flowing through a circular tube with a constant wall heat flux. Axial 
conduction, viscous dissipation, and free convection effects are as
sumed negligible. The flow is assumed to be hydrodynamically fully 
developed and the enthalpy profile is uniform at the beginning of the 
heated section of tube. 

The numerical method used here is an adaptation of the Patan-
kar-Spalding method [11]. It is an implicit finite-difference marching 
procedure with modifications intended to account more accurately 
for the effects of the severe property variations. The most significant 
modification is in the "Couette flow" region very near the wall. In this 
region the velocities are so small that the axial convection term is 
negligible and the flow is adequately described by an ordinary dif
ferential equation. This equation is integrated in closed form using 
viscosity and Prandtl number variations characteristic of near-critical 
fluids. This gives values and gradients of the dependent variables, 
velocity and enthalpy, at the edge of the Couette flow region which 
are then used as boundary conditions for the finite difference solution 
used for the rest of the flow field. This numerical procedure is identical 
to that reported in [10], where a more complete discussion of the 
analysis can be found. 

The transport and thermal property data used in this analysis are 
those of McCarty [12]. These data are incorporated in a subroutine 
in tabular form. For a fixed pressure, values of temperature, density, 
specific heat, viscosity, and thermal conductivity are given at various 
values of enthalpy. The steps in enthalpy values are small enough so 
that linear interpolation may be used with good accuracy. 

The eddy diffusivity model used here is that of Van Driest [13], with 
the minor modification of using local values of density, viscosity, and 
shear stress rather than wall values. The resulting form is 

pea = it + PK2y2 [1 - exp [-yVTp/(iiA+)]]2\du/dy| (3) 

where K = 0.4 and A+ = 26. The turbulent Prandtl number is assumed 
to be unity. 

An important aspect of the analysis was the selection of a suitable 
node spacing and downstream step size. It was necessary to use a 
nonuniform radial distribution of node points with closer spacing near 
the wall. The spacing was calculated from the equation 

A/-/ = Ar 7_!/ (2) i^ 1 <I<N 

where 1 = 1 corresponds to the node on the tube center line. As the 
parameter S is decreased, for a fixed value of N, the spacing of node 
points nearer the wall decreases and the spacing becomes wider near 
the tube center line. Since the Couette flow solution assumed laminar 
flow, the node point nearest the wall had to fall within the laminar 
sublayer. If that node point was too close to the wall, however, accu
racy problems could result when differences were calculated between 
numbers of nearly identical magnitude, even though double precision 
was used for all calculations. For the most difficult cases (high heat 

flux, pressures and temperatures near the critical values) it was nec
essary to use 35 node points. Since computer time increased rapidly 
with increasing N, it was not possible to use higher values of N except 
to make limited comparisons with other numerical results. 

Selection of a suitable downstream step size was also important. 
Although the numerical method js basically a forward differencing 
method, the values of the transport properties are evaluated at the 
upstream location so that the method is not universally stable. It was 
found that the step length had little effect on accuracy provided it was 
small enough to maintain computational stability. The maximum 
allowable step length was a complex function of fluid properties, heat 
flux, flow rate, and axial distance from entrance and was determined 
by trial and error. Computational time was minimized by lengthening 
the downstream step size at various stages during the computation 
as the entrance effects diminished and the critical region was passed. 
The computation time for a typical run (a bulk enthalpy increase from 
10 to 90 kJ/kg) was 15 min of XDS Sigma 7 computer time. 

C o m p a r i s o n of N u m e r i c a l R e s u l t s to E x p e r i m e n t a l 
D a t a 

The most extensive experimental data for helium at a fixed pressure 
for various flow rates and heat fluxes are those of [6]. The ranges of 
experimental variables are: 

P 
D 

Tbi 

G 

2 . 5 a t m ( P r = 1.11) 
0.213 cm 
4-5 K 
7,12, and 22 g/s-cm2 

0.008 - 0.713 w/cm2 

Axial variations of the film coefficient are given for 18 different 
runs. Numerical predictions were generated for conditions matching 
those of the experiments. Examples of the comparisons of the nu
merical predictions and experimental results are shown in Fig. 1 for 
four runs. 

The shapes of the profiles are quite well predicted. The difference 
between the analysis and experimental results is in the range of 10-20 
percent for runs 1 and 2 except for the last 2 cm of tube length. The 
average deviation for these two cases (calculated by averaging the 
absolute values of the deviations at 1-cm intervals) are 15 percent and 
13 percent, respectively, and are among the highest of the 18 cases. 
The overall average deviation for all cases is less than 10 percent. The 
numerical predictions are generally high so that any heat gain from 
the surroundings which might not be accounted for in the experiments 
would result in improved agreement. 

The experimental accuracy was estimated to be in the range of 8-55 
percent with the largest errors occurring at low heat flux, e.g., runs 
1 and 2. In those cases the differences between the wall and bulk 
temperatures are only 0.1-0.2 K so that a small error in the mea
surement of the wall temperature causes a large error in the film 
coefficient. 

A fairly large and consistent discrepancy occurs in the last 2 cm of 

• N o m e n c l a t u r e * 

Cp = specific heat 
D = inside tube diameter 
g = acceleration of gravity 
G = mass velocity 
Gr = Grashoff number = ((/>j, -

Pu,)/pw)(Pw/Hw)2D3g 
h = heat transfer coefficient 
ib = bulk enthalpy 
ibj = bulk enthalpy at the beginning of the 

heated length of tube 
IM = pseudocritical enthalpy 
k = thermal conductivity 
kt, = bulk thermal conductivity 

rhf = mass flow rate 
Nu = Nusselt number = hD/kt, 
Nui = Nusselt number calculated from 

equation (1) 
P = pressure 
Pc = critical pressure 
Pr = reduced pressure = P/Pc 

Pr = Prandtl number based on bulk proper
ties 

qw = wall heat flux 
Re = bulk Reynolds number 
Tb = bulk temperature 
Tbi = bulk temperature at the beginning of 

the heated length o( tube 
TM - pseudocritical temperature 
T,u = wall temperature 
u = local axial velocity 
* = axial distance 
y = distance from the tube wall 
Ar = node spacing in the radial direction 
ix = fluid viscosity 

jueff = effective viscosity for turbulent flow 

P = fluid density 

r = local shear stress 

<j> = qwD°-2/G0S(w sa8m-°-2kg-°-8) 
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Fig. 1 Comparison of numerical predictions to experimental data of [6]. P 
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Fig. 2 Comparison of numerical predictions to experimental correlations 

the heated length of tube. The experimental data consistently show 
a significant drop in the film coefficient in that region regardless of 
the bulk temperature or other conditions. There is no apparent reason 
why this should occur unless it is caused by conduction at the end of 
the heated section. It appears that care was taken to minimize such 
effects in the experiments, however, and they were estimated to be 
small. 

Considering the possible experimental error and the uncertainties 
in the analysis, the overall agreement is considered to be quite 

Additional runs were made to compare the results of the analysis 
to the experimental data of [4]. Those data covered a range of pres
sures from 3 to 20 atm and are fairly well correlated by equation (2). 
That correlation is shown graphically in Fig. 2. The results of nu
merical calculations are shown for comparison. Note that the exper
imental correlation agrees very well with numerical results for a low 
heat flux case. At a higher heat flux, the peak in the curve decreases 
and the correlating equation and analysis no longer agree. Examina
tion of the experimental data revealed that of the 14 data points at 
P = 3 atm, none are in the range 0.91 < TJ,/TM < 1.4. Therefore, the 
effect of qw on h in that range is not established by experimentalre-
sults. 

Direct comparisons were made to each of the data points at P = 3 
atm. The average deviation from the numerical predictions was 11 
percent. Comparison with a few randomly selected points at higher 
pressures showed better agreement. 

A precise comparison of numerical results to the experimental data 
of [3] was not possible since the values of heat flux are not given for 
individual data points. Those data are all for bulk temperatures well 
below the transposed critical temperature and the film coefficients 
were found to be about 10-20 percent higher than those predicted by 
equation (1). This is in good agreement with low heat flux results 
predicted by the analysis for low heat flux cases at bulk enthalpies 
below the pseudocritical value. 
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Numerical Results for Fully Developed Flow 
A series of runs was made to produce numerical predictions over 

ranges of the independent parameters which might occur in practical 
applications. The independent variables are pressure, tube diameter, 
mass velocity, heat flux, and bulk enthalpy. It was shown in [10] that 
the effects of qw, G, and D could be combined in a correlating pa
rameter defined as 
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Fig. 4 Correlation of numerical results for helium at 3 atm 

The units used here are w s0-8 m~0-2 kg -0-8. This is the "heat flux pa
rameter" suggested by Goldmann [14]. The heat-transfer coefficient 
is expressed in the form of a ratio of the Nusselt number divided by 
the Nusselt number calculated from equation (1). This parameter is 
plotted as a function of fluid bulk enthalpy for various values of <t>. 
Results for a pressure of 2.5 atm are given in Pig. 3. Note that three 
curves are shown for (j> = 10.8. These were produced for three different 
combinations of qw, G, and D and demonstrate that 0 is indeed a 
correlating parameter. The correlation was also checked for other 
cases by varying qm and G in such a way that <$> remained constant and 
comparing the resulting curves. The agreement was within 3 percent 
in all cases. 

The effect of increasing heat flux is clearly seen in Pig. 3. At low heat 
fluxes (e.g., 4i = 6.4) the ratio of Nu/Nui increases sharply and reaches 
a peak at a condition where Tw » TM- This effect was also found ex
perimentally [6] and was of the same magnitude as predicted here. 
This is apparently due to a significant peak in the thermal conduc
tivity at TM. This causes a very low thermal resistance in the region 
near the wall and a significantly higher film coefficient than that 
predicted by equation (1), which uses fluid properties evaluated at 
the bulk temperature. It should be noted that the accuracy of the 
thermal conductivity and viscosity data is poorest in this region, 
however, and the accuracy of the heat transfer predictions is therefore 
questionable. At extremely low heat fluxes the property variations 
in the radial direction would become very small and the constant 
property solution would apply so that Nu/Nui would be approxi
mately equal to unity for all values of bulk enthalpy. At higher heat 
fluxes this peak decreases and eventually disappears. At pressure 
farther from the critical pressure, the thermal conductivity peak is 
smaller and the peak in Nu/Nui is also much less pronounced. 

The curves also have a minimum, which occurs at Tj, ~ TM- The 
deterioration is particularly severe at higher heat fluxes where Tm is 
much greater than TM- These conditions result in a very low thermal 
conductivity and low density in the laminar sublayer. The average 
velocity of the fluid is still relatively low since the core of the fluid is 
at a temperature below TM and the density is high. This causes very 
low values oih. As heating continues and Tb continues to increase, 
the density in the core decreases with a resulting increase in fluid 
velocity and improvement in the film coefficient. This minimum is 

0.2 
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Fig. 5 Correlation of numerical results for helium at 5 atm 
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also evident in the experimental results of [15]. 
Additional results were produced at pressures of 3, 5, 10, and 20 

atm. These results are given in Pigs. 4-7. The decrease in film coef
ficient is less severe for pressures farther from critical. 

It should be noted that the ordinate used in Figs. 3-7 can also be 
expressed in the form <t>/f(Tw - Tb) where/ = 0.023Koe Cp°-6/n0A 

with properties evaluated at the bulk temperature. The wall tem
perature can therefore, be determined as a function of it, for given 
values of <t> and P using the graphical results and fluid property data. 
The range of fluid bulk temperatures is 4-15 K. Although peaks which 
may occur at temperatures below 4 K for the high heat flux cases are 
not shown, they are small (i.e., Nu/Nui < 1.1) so that the McAdams 
correlation may be used for those conditions. 

Thermal Entrance Effects 
It has been shown both experimentally [7] and analytically [10] that 

entrance effects may continue much farther downstream for near-
critical fluids than would occur with a uniform property fluid. Al
though a detailed study of the thermal entry region was not attempted 
here, a few cases were run to determine the conditions for which en
trance effects would be most significant. The results are shown in Fig. 
8. TKe axial distance for which thermal entrance effects persist is seen 
to be affected by the heat flux and to a lesser extent by the inlet bulk 
enthalpy. The entrance effects are more pronounced when the inlet 
bulk enthalpy is greater than the pseudocritical value and when the-
heat flux is high. A run was also made for comparison to experimental 
data points of [4] for a case very similar to curve 1 of Fig. 8. The nu
merical analysis predicted values of Nu/Nu„ of 1.65 and 1.24 at X/D 
of 20 and 40, respectively. The experimental film coefficients were 
found to be 1.50 and 1.11 times the predicted fully developed 
values. 

Discussion 

The analysis used here is based on the assumption that free con
vection effects are negligible. As the critical point is approached and 
the heat flux is increased, buoyancy effects become more important 
so that there will be conditions for which these results would be in
accurate. Hall [16] states that free convection effects will be negligible 
when (Gr/Re1'8) < 0.1. This parameter reached a value as high as 0.5 
for several of the cases run at P = 2.5 atm and the results still agreed 
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well with experimental data (for flow vertically upward). It appears, 
therefore, that the Hall condition is conservative. 

Perhaps the most questionable aspect of the numerical method is 
the use of an eddy diffusivity model (equation (3)) which was origi
nally developed for constant property flows. Several other models2 

were also used and results obtained using the various formulations 
were compared to experimental data for water as well as helium. The 
Van Driest model consistently gave the best agreement with experi
mental data. 

A proof of the validity of the numerical analysis would require ex
perimental verification over the entire range of conditions considered. 
The numerical results presented here agree with experimental data 
in the regions where such data exist within the quoted experimental 
accuracy. No experimental data are available in the regions of greatest 
deterioration. This analysis has, however, also been applied to su
percritical water for which more extensive experimental data are 
available and good agreement was found in the deteriorated re
gion. 

The results given here should be applied with caution and addi
tional experimental data will be needed to further test these results. 
It does appear that the use of these results may be preferable to the 
simpler correlating equations, particularly for conditions of moderate 
to high heat flux and bulk enthalpy near the pseudocritical value. 

Conclusion 
Numerical predictions have been obtained for heat transfer to su

percritical helium in turbulent flow through a circular tube with a 
constant wall heat flux. Results are produced for bulk enthalpies from 
10 to 90 kJ/kg and pressures of 2.5,3,5,10, and 20 atm. A correlation 
at a fixed pressure is obtained in the form of a heat flux parameter 
defined by equation (4). These results are not recommended for cases 
where Gr/Re1-8 > 0.1. 

Calculations of heat transfer in the thermal entrance region show 
that the film coefficient remains well above the fully developed value 
for a larger axial distance than would occur for uniform property fluids 

2 See reference [10] for a more complete discussion. 
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if the inlet bulk enthalpy is slightly greater than the pseudocritical 
value. This effect becomes more pronounced as the heat flux is in
creased. 
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Heat Transfer to Water in 
Downward Flow in a Uniform Wail 
Temperature Vertical Tube at Low 
Graetz Numbers 
This paper presents an experimental investigation of heat transfer to water in vertical 
tube flow. Results from both Heating in Upflow and Heating in Downflow with the Natu
ral Convection Parameter (Gr Pr D/L)w held constant at a value of 5.5 X 10& are compared 
with the expression developed by Martinelli and Boelter. The Nusselt numbers for Heat
ing in Downflow were slightly higher but, within experimental error, equivalent to those 
values obtained for Heating in Upflow. A description of the flowfield is presented for one 
set of conditions for Heating in Downflow. 

Introduction 

When heat is transferred to a fluid, such as water in a vertical tube, 
the effects of natural convection on the type of flow pattern obtained 
is very pronounced at low Graetz numbers. As pointed out by Han
ratty, Rosen, and Kabel [7]1: 

Heating in Upflow (or Cooling in Downflow). When water is 
heated in upflow, an overall flow pattern is observed. Three distinct 
flow regions were noted: 

1 In the initial part of the heat transfer section the entering par
abolic flow profile is distorted in such a way that the fluid in the center 
of the tube is slowed down and the fluid near the wall is accelerat
ed. . 

2 Eventually the fluid near the tube center is decelerated to such 
an extent that the flow is reversed. This results in a region of inverted 
flow in which there is a very slow movement of fluid downward in the 
center part of the tube and a rapidly moving upward flow in the an-
nulus surrounding it. 

3 Far enough downstream this inverted flow becomes unstable 
and a region of turbulent flow is obtained. 

Heating in Downflow (or Cooling in Upflow). Heating a fluid 
in downflow gives rise to an unstable flowfield. The fluid near the wall 
is retarded, and the velocity gradient at the wall may be zero. 

A Reynolds number of 50 and a temperature difference of 10°F 
between the heat transfer medium and the incoming water produced 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
March 1, 1976. 

complete turbulence throughout the flowfield. 
Further description of the flowfield including the effects of natural 

convection on the transition to turbulence in a vertical tube is pre
sented by Scheele, Rosen, and Hanratty [8]. Martinelli and Boelter 
[2] and Pigford [4] have presented correlations which predict the 
Nusselt number for which natural convection effects are impor
tant. 

The purpose of this paper is as follows: 
1 To present the results of an experimental investigation on 

Heating in Upflow and Heating in Downflow with the Natural Con
vection Parameter (Gr Pr D/L)w held at a constant value; 

2 To compare the experimental results with the expression de
veloped by Martinelli and Boelter; and 

3 To present a description of the flowfield for one set of conditions 
for Heating in Downflow. 

Experimental Apparatus, Instrumentation and 
Experimental Error 

Experiments were conducted for the heating of water both in upflow 
and in downflow through a vertical tube. The experimental arrange
ment for heating in upflow is shown schematically in Fig. 1. The ex
perimental arrangement for heating in downflow was essentially the 
same except that the calming section was placed above the heat 
transfer section. 

Cold water flowed through the inner brass tube of 27.051 mm (1.065 
in.) ID. Surrounding the inner tube was a shell through which hot 
water passed. The heat exchange between the water in the shell and 
that in the tube occurred over a heat transfer section of length 3.2512 
m (10 ft, 8 in.). Based on the inside diameter of the tube, the length-
to-diameter ratio for the heat transfer section was 120.19. 

A calming section was provided to dampen out disturbances in the 
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Fig. 1 Schematic representation of apparatus for upflow 

flow and to establish a parabolic velocity distribution upstream of the 
heat transfer section. The calming section, used only on the inlet end 
of the heat transfer section, was approximately 1.8034 m (5 ft, 11 in.) 
in length, giving an L/D ratio of 66.7. Insulation over the calming 
section minimized heat exchange with the surroundings, and ensured 
an isothermal flow ahead of the heat transfer section. 

Although a calibrated rotameter was part of the experimental ap
paratus, all mass flow rates were determined by measuring the volume 
per unit of time collected in the tank "CT" and multiplying it by the 
density of water at that temperature. The mass flow rate was mea
sured many times for a given run and if the variation in measurement 
was more than ±5 percent the results from that run were discarded. 

The average value of the mass flow rates for a given run was computed 
and recorded. The maximum error in the mass flow rate as well as the 
Graetz number is estimated to be ±5 percent. 

Temperatures were measured using 24-gage copper-constantan 
thermocouples, a selector switch, a Honeywell Twelve-point recorder 
and a Leeds and Northrup potentiometer. The recorder was used 
solely to obtain approximate temperatures. All final readings were 
taken using the potentiometer. 

Thermocouples 1-10 had their junctions embedded in the tube wall 
and distributed over the heating section as shown in Figs. 1 and 2, 
respectively. Thermocouple 11 and 12 had junctions in the mixing 
cups and measured the mean fluid bulk temperature at the inlet and 
exit end of the tube. Thermocouples 13 and 14 had junctions at the 
center line of the piping and measured the temperature of water at 
the inlet and exit of the shell. 

The cumulative error of the potentiometer, ice bath, temperature, 
conduction losses, contact resistances, and thermocouple calibration 
•was estimated for the wall temperature measurements. It was found 
to be ±1.2°C. However, when water of the same temperature simul
taneously flowed through both the shell and tube side of the experi
mental apparatus, it was found that the difference in readings was 
less than 0.2°C. 

The error in the Natural Convection Parameter was determined 
as follows: 

Lowest valve 
Highest valve 
Average value 

(GrPrD/Da 
Upflow 

4.957 X 105 

5.648 X 10B 

(GrPrD/L)u 

Downflow 
5.33 X 10B 

5.638 X 106 

5.3 X 105 (for 15 runs) 5.5 X 105 (for 22 runs) 
Percent variation +2.1%; -10.3% +2.5%; -3.1% 

The value of the Nusselt number is very sensitive to experimental 
error. The absolute error in the value of the Nusselt number was 
calculated to be as high as ±23 percent; however, the probable error 
as calculated by the root-sum square formula was no larger than ±10 
percent. 

Experimental Procedure 
Fig. 1 schematically illustrates the experimental setup and valve 

positions for the experiments carried out with water for the constant 
wall temperature case in upflow. For this case, it was found that a 
constant wall temperature could be conveniently obtained with upflow 
of hot water through the shell. 

The upflow experiments were conducted at a value of the product 
(Gr Pr D/L)w approximately equal to 5.5 X 10B. From the mean fluid 
bulk temperature of the tube water at the inlet section (Tn)> the value 

-Nomenclature., 
Cp = constant pressure specific heat of the 

fluid 
D = tube inside diameter 
Pi, F2 = functions defined by Martinelli and 

Boelter 
g = acceleration due to gravity 
Gr = Grashof number based on inside tube 

diameter 

Pu'gPDHTu, - Tto) 

Gz = Graetz number = WCp/kL = (DIAL) 
RePr 

h = heat transfer coefficient 
k = thermal conductivity of the fluid 
L = heated tube length 
Nu = Nusselt number = hD/k 
Pr = Prandtl number = Cp/u,/k 
Re = Reynolds number based on the tube 

inside diameter = iW/irDfi = DG/u, 
T = temperature 
T11 = mixed fluid temperature at the inlet 

section in upflow or exit mixed fluid tem
perature in downflow 

T12 = mixed fluid temperature at the exit 
section in upflow or inlet mixed fluid 
temperature in downflow 

Tw = average inner wall temperature 
T1-T10 = tube wall temperatures (see Figs. 

1,2) 
Tb = arithmetic mean fluid bulk tempera

ture 
ATam = arithmetic mean temperature dif

ference between the wall and the fluid 

(Tw - Ti) + (Tw - T2) 

U = average axial fluid velocity 

W = mass flow rate of fluid 
(I = volume coefficient of thermal expansion 

of the fluid 
M = dynamic viscosity of the fluid 
p = density of the fluid 

Subscripts 
am = corresponding to quantity based on the 

arithmetic mean temperature difference 
between the wall and the fluid 

b = corresponding to quantity at the arith
metic mean fluid bulk temperature 

w = corresponding to quantity at the average 
wall temperature 
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that the tube wall temperature would have to be for a given value of 
(Gr Pr D/L)w was calculated from the equation, 

2gfSDHTw - TUY m.-[* Mr] (1) 

Equations for the properties of water as functions of temperature [3, 
12] were used to calculate Tw by trial and error. 

The final readings of the thermocouples were taken when a steady 
state was assured after the temperatures remained constant for at 
least 20 min. The potentiometer was used to measure the final ther
mocouple readings. The mass flow rate was determined by finding 
the volume rate of water collected in the tank and multiplying it by 
the density of water at the temperature of the collected water. The 
main purpose of these experimental runs was to check the apparatus 
and verify the experimental procedure. This was achieved by com
paring the experimental data obtained with the Martinelli-Boelter 
equation (2) (see Fig. 3). 

For experiments conducted with the tube water in down-flow, the 
calming section was placed above the heat transfer section. Additional 
thermocouples were installed in the calming section with the aim of 
finding whether or not abnormal temperature changes were present. 
In this case, it was found that an almost uniform wall temperature 
could be obtained if the shell water was also run in downflow. With 
the exception of the fact that the flow was in the downward direction, 
the experimental procedure for downflow through the tube was almost 
the same as that used in the upflow experiments. 

The desired tube wall temperature was determined from equation 
(1) with the exception that T n is replaced with T12 the mean fluid 
bulk temperature at the inlet for downflow. All fluid properties were 
evaluated at the average tube wall temperature Tw. 

The values of the product (Gr Pr D/L)w used in the downflow ex
periments were 5.5 X 105 and 3.1 X 10B. Also isolated experimental 
points at 1.33 X 105 and 4.024 X 105 were obtained. Using these values 
in equation (1) and the properties of water as a function of tempera
ture, the desired constant tube wall temperature, Tw, was calculated 
by a trial and error process. The time required to achieve stable con
ditions varied from run to run. In general, the experiments for heating 
in downflow required greater stabilization time. The final observations 

were made about 20 min after steady state was obtained. As in the 
heating in upflow experiments, the mass flow rates were measured 
by the water collection method and the potentiometer was used to 
measure the final thermocouple readings. 

The data taken from the apparatus and its treatment may be found 
in references [14,15]. 

Observations and Conclusions 
1 The values of the Nusselt number (Nu a m) , the Graetz number 

(Gzj) and the Natural Convection Parameter (Gr Pr D/L)w computed 
from the experimental data for Heating in Upflow are compared with 
the corresponding values obtained from the Martinelli-Boelter 
equation and are shown in Fig. 3 (curves 2 and 3). The primary pur
pose of this set of experimental runs was to check the operation of the 
experimental apparatus. As can be seen from Fig. 3, the values of the 
Nu a m and Gzf, numbers computed from experimental data for a value 
of (Gr Pr DIL)W 10~6 = 5.5, are in good agreement with the corre
sponding values predicted by the Martinelli-Boelter equation. At a 
value of Graetz number = 250 the Nusselt numbers computed from 
experimental data leave the Martinelli-Boelter curve and merge with 
the Sieder and Tate correlation for turbulent forced convection in 
tubes. It is therefore concluded that the experimental apparatus is 
sound. 

2 The values of the Nusselt number (Nuo m), the Graetz number 
(Gzb) and the Natural Convection Parameter (Gr Pr D/L)w which 
were computed from experimental data for Heating in Downflow are 
compared with the corresponding values obtained from the Mart
inelli-Boelter equation for Heating in Upflow are also shown in Fig. 
3 (curves 2 and 4). The value of the Natural Convection Parameter 
is (Gr Pr D/L)w10 - 6 = 5.5. As can be observed from Fig. 3, the values 
of the Nusselt number for Heating in Downflow are, within experi
mental error, slightly higher than or about the same as the values for 
Heating in Upflow. An increase in Nusselt number for Heating in 
Downflow over that for Heating in Upflow have been known to occur. 
An example of this is the experiments of Kirschbaum [9]. 

An insight as to why the Nusselt numbers for Heating in Downflow 
are higher than might be expected may be obtained from the visual 
observation of Scheele and Hanratty [10] and of Mullin in conjunction 
with Perry [13]. The visual results reported by Perry for a Graetz 

588 / VOL 99, NOVEMBER 1977 Transactions of the ASME 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



£1 

ASYMMETRIC 
B 

SINUOUS 

C 
MIXING TWO FORMATIONS 

Fig. 4 Visual results 

-© 

-© 

® 
® 

N l W f f Gz„ 

Nuam--).?5 FJ\/G2b+0.0722 F2 (SL£L°j0M 

EXPERIMENTAL-HEATING IN DOWNFLOW 

EXPERIMENTAL- HEATING IN DOWNFLOW 

( 3rPrD\ 
1 L /w 

5.5 « I0 5 

5 5 ,10* 

3.1 x I0 5 

1 1 1 1 I I I I I 
CURVES FOR TURBULENT CONVECTION 

'-& 
®1 

-© 
-® 

METAIS-MIXED CONVECTION (OPPOSING) 

SIEDER AND TATE-FORCED CONVECTION 

PETUCHOV AND NOLDE-MIXED (OPPOSING) 

KAYS-FORCED CONVECTION 

1 I I I I I , 
ISOLATED EXPERIMENTAL 
POINTS FOR DOWNFLOW 

( S = ^ ) « 1.330 x l O 5 

{**£&}= 4.024 „ I 0 5 

-

/ / 
/ 

/ 
/ 

0 

Q 

& 

^ 

A 
// // 

<k 
A 

?-<p 

/ 
© 

G 

X 

/ 
/ s t 

Z@d 

< S J 

® 

/ 
y 

Ivf 
ia>' xs^ 

® ^ £ 
r^>® & f~\ 

\ 

I 2 3 4 6 8 10 2 3 4 6 8 10̂  2 3 4 6 

GRAETZ NUMBER (Gib) 

Fig. 5 Experimental results and comparison with other equations 

Acknowledgment 
The authors would like to express their appreciation to the National 

Science Foundation which supported this work (GK-5102). The im
portant contributions of Mr. Gerald C. Gonsalves, Mr. Lannie D. 
McCoy, and Mr. Eugene F. Perry, who were graduate students at the 
Speed Scientific School, University of Louisville, are also gratefully 
acknowledged. 

number = 25.22 were as follows: 
2(o) The stream of dye flowing down the center line of the tube 

indicated a shift from center flow of the downward moving velocity 
profile (see Fig. A-(A). 

2(b) Below this shift a sinuous movement of the tip of the velocity 
profile occurs, which increases until complete mixing takes place 
below this motion (see Figs. A-B and 4-C). 

2(c) This mixing action has the tendency to level the temperature 
profile which exists across the tube and as a result of this leveling the 
process repeats itself (see Fig. A-D). 

Time photographs of the action of the flow field as described in 2(a) 
and 2(b) above are shown in reference [13]. The time between each 
frame is % s apart. 

It is to be remembered that the Martinelli-Boelter equation, i.e., 

Nu a m = 1.75Fi#Gz6 + 0.0772F2(Gr Pr DIL)W
0M 

was only intended for the determination of the Nusselt number for 
Heating in Upflow or Cooling in Downflow. In view of the foregoing 
discussion, it would appear that the practice of placing a negative sign 
in front of the Natural Convection Parameter, i.e., 

Nu a m = UBF^Gzb - 0.0772i?z(Gr P r D / L L a 8 4 

in order to determine the Nusselt number for Heating in Downflow 
could yield values that are too low. 

3 An examination of Fig. 5 shows for a given Graetz number that 
as the Natural Convection Parameter increases, the Nusselt number 
decreases. This is to be expected in view of the opposing effects of 
forced and natural convection. However, although the natural con
vection force for Heating in Downflow should reduce the heat transfer 
rate, it at the same time creates a flowfield which retards the de-
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Heat Transfer in Curved Tubes 
With Pulsatile, Fully Developed, 
Laminar Flows 
A perturbation analysis is carried out to include the second order solution for fluid flow 
and heat transfer for a wide range of excitation parameters and Prandtl numbers. The 
results show an increase in the time averaged Nusselt number in curved pipes with pulsa
tile flow over that achieved in straight pipes with pulsatile flow. The increases are most 
evident at high Prandtl numbers, high excitation relative amplitudes, and low excitation, 
frequencies. 

Introduction 

Pulsatile flows in curved tubes are of common occurrence both 
in nature and in engineering systems. A detailed knowledge of the flow 
and heat or mass transfer phenomena in such cases could lead to 
improved performance in the design of engineering equipment. In 
some instances it may even be beneficial to induce pulsations in a flow 
system if enhanced performance will ensue. 

It is only in recent years that analytical work has been initiated on 
unsteady pulsatile flow in curved tubes. In 1970 Lyne [l]1 considered 
the case of small curvature and high pressure gradient oscillation 
frequency. He distinguishes two regimes in the flow, an in viscid core 
and a boundary layer, and shows, with experimental verification, the 
occurrence of an additional pair of secondary circulations in the in-
viscid core. Zalosh and Nelson [2] in 1973, used a quasi-steady ap
proximation for low frequency pure oscillatory flows showing it to be 
similar to low Dean number steady flows. Their results for high 
frequencies, based on a boundary layer approximation, agree with 
Lyne's results. Chow and Li [3] obtained a solution valid for the entire 
range of frequencies. They identify three distinct phases with in
creasing frequency: a flow dominated by viscosity with one pair of 
circulations, a transitional flow with either one or two pairs of circu
lations and a boundary layer type of flow with two pairs of circulations. 
The analytical work of Chandran, et al. [4] in 1974 for oscillatory flow 
in elastic walled tubes of small curvature shows a shift of the maxi
mum axial velocity toward the center of curvature, opposite to that 
for steady flow, their results agreeing with Lyne. They also show the 
occurrence of two pairs of transverse circulations. Bertelson [5] in 1975 
obtained experimental results which agree with the work of Lyne, and 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division, 
June 3, 1977. 

Zalosh and Nelson. Smith [6] considers pulsatile flows in tubes of 
arbitrary cross section and provides a basis for deriving the attributes 
of several flow regimes ranging between the limiting cases of steady 
flow in curved tubes and pure oscillating flow in straight tubes. 

An important result revealed in the references given and in the 
present work concerns the growth and decline of secondary circula
tions, often accompanied by secondary flow reversals, during a pul
sation cycle. It is not unreasonable to expect that the enhanced 
transverse mixing that occurs in pulsatile flow would improve the heat 
transfer performance. The extent of this improved performance is 
studied in this paper. An analytical approach similar to that of Zalosh 
and Nelson, but including through-flow, is used to examine the flow 
and heat transfer characteristics of flow in tubes of relatively small 
curvature subjected to a wide range of applied frequencies and am
plitudes. The Prandtl number is also varied over a wide range. 

Problem Formulation 
The equations of motion are set up in terms of the toroidal coor

dinates r', ij>, and 6 as shown in Fig. 1. The corresponding velocity 
components are U', V, and W. 

The following assumptions are made: 
The fluid behavior is incompressible, Newtonian with constant 

properties. Both flow and temperature fields are fully developed. The 
curvature ratio a/R is small. Free convection, viscous dissipation, and 
axial conduction effects are negligible. 

For the heat transfer problem it is assumed that the time averaged 
wall heat flux, taken over a period of oscillation, is constant. The wall 
temperature at one cross section and the axial temperature gradient 
are both constant. 

The temperature distribution is expressed in the following form 

T(R6, r', <j>, t') = TW(RB) + N(r', <f>, t') (1) 

The governing equations are simplified using the fact that a/R is 
small. Furthermore, they are written in dimensionless form using the 
following relations: 

590 / VOL 99, NOVEMBER 1977 Transactions of the ASME Copyright © 1977 by ASME

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig- 1 The toroidal geometry, showing the orthogonal variables r', 0, and 

t = t'ca, r = r'/a, W = W'/W, i/< = f'/v 

N 
n = —, C=Ga2l(nW), D = Ma2/(^W) a^aV^h, 

aS 

ST' 

' d(R6) 
K=Re2{a/R), Re = , 

v 

The governing equations become: 

ai _ ( V 2 ^ + 2KW ( cos 0 — sin 0 I 
dt \ dr r 3 0 / 

- - ( — - — ) v 2 i / - = v V (2) 
r \dr d<f> 30 dr/ 

„dW l/dfdW d\bdW\ 
a 2 + - ( — ) = C + Dcos£ + V2W (3) 

dt r\a<S> dr dr 3 0 / 

Pr 
\ at 

dn ldj/dn Adi/dn \ 
1 h W He I 

dt r a<j> dr r dr 30 / 
V2n (4) 

The parameter a2 may be interpreted as an oscillatory Reynolds 
number, or the ratio of a characteristic diffusion time a2/v, to a 
characteristic oscillation time l/u>. 

The boundary conditions on \p, W, and n are 

d\fr d\l/ • 
-= — = I V = M = 0 at r = 1 

Also 

dr d(j> 

„ 3 2 1 3 1 32 

v 2 = —- + + — 
dr2 r dr r2 dtp' ,2' 

v*= v2(v2) 

K, called the modified Dean number, contains a/R which is assumed 
to be small in this study. The secondary flow stream function \p, the 
axial velocity W, and the excess temperature n can be written as power 
series in terms ofK: 

t = K4>1 + K24>2 + ... 

W = Wo + KWt + K2W2 + ... 

n = no + Kni + K2n2 + . . . 

These series expansions are substituted into the governing equations. 
Equating equal powers of K provides sets of linear partial differential 
equations for zeroth, first, and second orders. Lower order solutions 
must be obtained first and serve as input into the higher order 
equations. 

Zeroth Order: 

dWa 
a2 •>_ v 2 W 0 = C + £>cost 

dt 
,dn0 Pr (a2 — + R e W 0 ) = V 2n 0 

Wo = n0 = 0 at r = 1 

First Order: 

a2— ( v V i ) - « V i = 
dt 

2W0 I dW0 . 
( r cos 0 sin < 

r \ dr 

dW0\ 

30 / 

2dW* 211, 
•v2 V 2 W i 

1 dtyi, Wo) 

dt ' r 3(0, r) 

dni t 1 3(ih, n0) 

at 
Pr U 2 ^ + - " " * ' "" ' + ReWi) = V2m 

r 3(0,r) 

dipi 1 dtpi 

dr r 30 
Wt = n i = 0 at r = 1 

Second Order: 

„ a 
dt 

(v%) - vty2 = 
2W 0 aWi 

7 s (' 
2Wi / 3W0 

[ r cos 0 sin < 
dr 

,dW2 

Pr 

r L 3(0, r) 

, 3ra2 1 3(^1, m) 1 d{<p2,no) / „ 2 ^ + i 
V at ?• at r 3(0, r) r 3(0, r) 

I r cos 0 sin d> I 
\ dr 30 / 

0 ) + I / # i A _ ^ i l ) v 2 ^ 

/ r\drd<t> 30 3r/ 

W0)1 

,r) J 

) 

dr 30 

30 / r \ dr d<f> 30 

1 R ^ i , Wi) , ^ ( fe Wo) 

3(0 

+ ReW, -72n2 

- N o m e n c l a t u r e . 

o = tube radius 
C = nondimensional steady pressure gradi

ent 
D = nondimensional amplitude of oscillating 

pressure gradient 
G = steady pressure gradient 
K = modified Dean number 
M = amplitude of oscillating pressure gra

dient 
n = nondimensional excess temperature 
rib = time averaged excess bulk tempera

ture 
N = excess temperature 
Nu = Nusselt number 
Nu = time averaged Nusselt number 
P = power 

P = time averaged power 
r' — radial coordinate 
r = nondimensional radial coordinate 
R = radius of tube curvature 
Re = Reynolds number 
S = axial temperature gradient 
t' = time 

t = nondimensional time 
T = temperature 
U' = radial velocity 
V = tangential velocity 
W' = axial velocity 
W = nondimensional axial velocity 
W = average axial velocity 
a = oscillatory Reynolds number 
0 = angular coordinate in plane of tube cur

vature 

v = kinematic viscosity 
li - dynamic viscosity 
0 = angular coordinate in tube cross sec

tion 
i/'' = secondary flow stream function 
\p = dimensionless secondary flow stream 

function 
w = frequency 

Subscripts 

b = bulk value 
w = wall value 
st = steady s*tate 
0 = zeroth order 
1 = first order 
2 = second order 
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r d<j> 

Wa) 

r) 

= W2 = 

d^i aw0 

d</> d r 

n,2 = 0 at r = 1 

chhdWo 

dr d<l> 
etc. 

The given sets of linear partial differential equations are further 
reduced to ordinary differential equations by use of separation of 
variables and superposition techniques. The resulting equations 
contain the harmonic and biharmonic operators indicating that the 
finite Hankel transformation can be usefully applied. Finally the 
results for the secondary stream function, the axial velocity, and the 
excess temperature are obtained in forms incorporating lengthy in
tegral expressions in terms of Bessel functions in various algebraic 
combinations. The integral expressions are evaluated numerically. 
The series used are all rapidly convergent. Still, 15 or'20-term series 
are used in all computations to limit truncation errors [7]. 

In pulsatile flows the Nusselt number may be defined in several 
different ways. As both the heat flux and the bulk temperature vary 
in a complicated manner with time, it is necessary to take time aver
ages in some way. 

The local Nusselt number at some particular time is defined as: 

Nu = ^ ) 
rib \dr/ r=i 

This could be time averaged in the the following way: 

NH = - i f 
•K JO 

2n /dn\ 1 , 
( — ) —dt 
\6V/ r=i rib 

(5) 

In pulsatile flows rib can become very small (even zero) as compared 
with dn/dr. As a result large contributions can arise to the value of Nu, 
in equation (5), from those times when the heat transfer may be small. 
This can give highly misleading results. 

A more suitable definition is given by: 

Nu: 
_2_ 

nb 

dn\ 

dr/r=i 

with 

rib • 

I \ Wrn dr d<t> dt 
o Jo Jo 

I \ Wrdr d<l> dt 
o Jo Jo 

(6) 

(7) 

>o Jo Jo 

The role of the Nusselt number as defined in equation (6) is quite 
different from that encountered in steady flow cases. Here a knowl
edge of Nu is not sufficient to enable absolute performance in terms 
of temperature or heat flux to be assessed, as both these latter quan
tities and the velocity are variable in time. The value of Nu, as defined 
in equation (6), lies rather in affording a guide for the comparison of 
pulsatile flow cases. 

Results and Discussion 
Solutions have been calculated up to and including the second 

order. 
Zeroth Order Solution. The zeroth order solution corresponds 

to the case of pulsatile flow in a straight pipe. It is of importance here 
as it is used as a basis for comparison with the second order solution, 
revealing explicitly the effect of curvature in such flows. The discus
sion which follows gives physical explanations for the phase shifts 
which occur and also shows why the analysis gives a reduced Nusselt 
number in straight pipe flows. 

The straight pipe velocity distributions correspond with those given 
by Uchida [8]. Again the maximum velocity and the forcing functions 
become 90 deg out of phase as a increases above a value of about 5. 
This shift is as expected and is predicted by the simple analysis of a 
rigid body undergoing forced oscillations against viscous damping. 
Of course, in the present case the body is not rigid and higher 
frequencies are required as r moves from the center line toward the 

wall, before inertial forces predominate over viscous forces to the 
extent of causing a 90 deg phase shift between velocity and forcing 
function. 

Fig. 2 shows the phasing of the maximum excess temperature at r 
= 0 for various Prandtl numbers. For very large Prandtl numbers the 
temperature distribution in the fluid is almost impervious to the 
different wall temperatures encountered during an oscillation. The 
maximum excess temperature occurs 90° after the maximum cen
ter-line velocity. This corresponds to the time of maximum pulsation 
displacement at which the maximum temperature excursion occurs. 
However, when the Prandtl number is very small the fluid very rapidly 
adjusts to each new wall temperature encountered. Thus maximum 
excess temperatures can only be maintained, at low values of a, where 
the velocity is a maximum. 

Fig. 3 shows how the Nusselt number ratio varies with D/C and a 

a 

TT/3 2T"T/3 T7 4TT/3 

Fig. 2 The time at which maximum excess temperature occurs at the center 
line as a function of a for various values of Pr 
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Fig. 3 Nusselt number ratio based on equation (6) as a function of a for 
various D/C and Pr = 1.0 
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for Pr = 1.0. This ratio approaches zero for small a and large D/C, a 
consequence of the method of time averaging. As described earlier, 
when a decreases, for any Prandtl number, a point is reached when 
the maximum axial velocity and the maximum excess temperature 
are in phase. Thus the product of W and n in equation (7) varies as 
the square of the forcing function amplitude. For large D/C, rib be
comes very large reducing the Nusselt number ratio to zero. The 
limiting values as a approaches zero are easily calculated by a quasi-
steady analysis. Here the steady state velocity distribution is used but 
the time varying forcing function for the pressure gradient is inserted 
in solving the energy equation giving the result: 

Nu0 = - | 

,1 + 
2 \ C 7 

(8) 

The fact that the Nusselt number ratio does not return to the value 
one as a approaches zero is understandable since both a and D/C must 
approach zero together for the steady state to be achieved. 

Fig. 4 illustrates how the local, instantaneous Nusselt number Nu0 

varies as a function of time for different values of a. Nuo simply os
cillates about the steady value: NUST = 4.364. Clearly the results 
portrayed in Fig. 3 arise because of the time averaging procedure and 
should not be used as a guide to heat transfer performance. 

Barnett and Vachon [9], in an equivalent oscillating pipe case, use 
a similar definition of the time averaged Nusselt number, and show 
a slight increase in Nuo at low a. The present authors are unable to 
account for this. 

Both Figs. 3 and 4 show that as a becomes large the flow becomes 
"frozen," or in other words, the frequency becomes too high for the 
flow to respond significantly. 

Second Order Solution The second order solution includes terms 
evaluated up to and including the second order. The zeroth order 
solution corresponds to pulsatile flows in straight pipes. The first 
order solution includes the zeroth order solution and shows the effects 
of curvature, but the secondary flows produced are symmetrical about 
the pipe diameter in the z direction. In the second order solution this 
symmetry is destroyed. 

The main heat transfer results are presented in Figs. 5 and 6 in the 
form of a ratio of time averaged Nusselt number from the second order 
solution to that for a straight pipe. As a approaches 5 the flows become 
frozen and the results agree with the analytical results of Ozisik and 
Topakoglu [10] and Tyagi and Sharma [11] for steady flow in curved 
pipes. The first of these two references employs a constant peripheral 
temperature as is used here, but the second allows temperature to vary 
peripherally and holds the peripheral heat flux constant. The results 
do not appear to be too sensitive to this variation. Both the references 
quoted here use a perturbation analysis up to the second order. Aki-
yama and Cheng [12] deal with the same case numerically and show 
that the perturbation analysis of Ozisik and Topakoglu [10] diverges 
from their result, thus casting a doubt on the validity of the pertur
bation solutions if extended too far. Thus Figs. 5 and 6 are not ex
tended beyond a value of NU2/NU0 of roughly 1.2. It is likely that 
higher order solutions may need to be included if the true nature of 
the complex transverse flow phenomena are to be revealed by a per
turbation approach. 

Figs. 7 and 8 show Nu2/(48/ll) for a range of the design parameters. 
Again the results show time averaged performance trends useful for 
comparative purposes and cannot be used as an absolute guide to heat 
transfer performance. The time averaging effects revealed in Fig. 3 
are again evident. Fig. 7 shows that for sufficiently small D/C, the 
actual value depending on Pr, Nu2 becomes equal to 48/11 as the Dean 
number reduces. Fig. 8 shows that for Pr = 1.0 and a = 1 the Nusselt 
number ratio approaches the value given by equation (8) as the Dean 
number is reduced. The higher Prandtl number cases approach the 
same limit as for Pr = 1.0, provided that a is reduced appropriately 
in each case. 

The frozen condition in Fig. 6 shows that at a fixed Dean number, 
the Nusselt number increases with Prandtl number. This type of 
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Fig. 4 Local Nusselt number as a function of time for Pr : 

and various a values 

2TT 

1.0, D/C = 0.5, 

Pr=100 Pr=10 

Fig. 5 Ratio of the time averaged Nusselt number for the second order so
lution to the zeroth order solution as a function of the Dean number for a = 
1 

Fig. 6 Ratio of the time averaged Nusselt number lor the second order so
lution to the zeroth order solution as a function of the Dean number for D/C 
= 1. Here F stands for frozen condition 

dependence is expected in forced convection when boundary layer 
phenomena are involved. The secondary flow associated with pipe 
curvature causes a transverse mixing of the fluid not normally present 
in a straight pipe laminar flow. The character of this flow is bicellular. 
Fluid traverses the central region and the wall alternately, providing 
the boundary-layer-like behavior which leads to the expected Prandtl 
number dependence. The Nusselt number is insensitive to the pul
sations at very small Prandtl numbers, and the Dean number needs 
to be increased considerably before the additional convection asso
ciated with transverse mixing become* strong enough to influence the 
heat transfer. 

The imposition of an oscillating pressure on the flow can have a 
profound and complex influence on both the axial and the secondary 
flows [1-6]. Secondary flow rotating cells grow and decline during the 
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course of a cycle in a complicated manner. One example is illustrated 
in Fig. 9. The occurrence of an additional cell as shown lasts for 
roughly 25 percent of the total period. 

Figs. 5 and 6 show how the Nusselt number ratio increases in pul
satile flow for either increasing amplitude of the forcing function or 
decreasing a. Solutions were not obtained for a less than 0.5 due to 
computational difficulties and the need for excessive computer time. 
However, it is apparent from Fig. 6 and Fig. 10 that the Nusselt 
number ratio passes through a maximum value at low a. The limiting 
value as a approaches zero will be the same as that for steady flow in 
a curved tube, which is identical with the frozen case achieved at high 
a. The maximum value shown can only be explained in terms of the 

enhanced secondary flows which occur at the intermediate a values 
between the frozen and quasi-steady cases. 

The influence of frictional dissipation on the heat transfer per
formance has been neglected in this analysis. If this assumption is 
valid in the steady state case, Fig. 11 for a straight pipe! reveals that 
it will also be true for D/C < 1. For larger values of D/C and small a 
the time averaged power,required! increases substantially because 
of the large amplitude of oscillation. The assumption would need to 
be reexamined in such a case. 
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Thermocon¥ecti¥e Motion of Low 
Prandtl Number Fluids Within a 
Horizontal Cylindrical Annulus 

Steady natural convection in very low Prandtl number fluids is investigated using a dou
ble perturbation expansion in powers of the Grashof and Prandtl numbers. The fluid is 
contained in a horizontal cylindrical annulus, the walls of which either are held at con
stant temperature or support a constant heat flux. In both cases the evolution of the flow 
for increasing Grashof number is of interest. It is found that the basic flow pattern con
sists of one eddy. For both boundary conditions the center of this eddy falls into the lower 
half of the annulus as the Grashof number increases. Such behavior is directly opposite 
to experimental results obtained in fluids of higher Prandtl number. 

Introduction 

Natural convection in enclosures has been the subject of many 
investigations. In most of these, attention has been concentrated on 
fluids with large Prandtl numbers, i.e., order one and larger. Kuehn 
and Goldstein [I]1 present results of an experimental and numerical 
investigation of flows of air and water within a horizontal annulus. 
Included there is a very extensive bibliography of previous research. 
Interested readers are referred to that paper for further references 
to work in high Prandtl number fluids. In contrast, the behavior of 
fluids of small Prandtl number such as liquid metals has received 
much less attention. Because of their excellent heat-transfer char
acteristics, such fluids are being considered for use as the working fluid 
in several power generating cycles. It is therefore of some interest to 
understand the convective phenomena which occur in these fluids. 
In this paper we consider natural convection in low Prandtl number 
fluids contained within a horizontal cylindrical annulus. The flow is 
driven by buoyancy forces arising from density differences within the 
fluid. The flow is assumed to be steady, two-dimensional, and laminar. 
The geometry of this flow is shown in Fig. 1. Experiments have shown 
that such flows exist for fluids of Prandtl numbers of order one and 
larger. We assume that these flows are also possible in fluids of very 
low Prandtl number, at least for some combinations of gap width and 
temperature difference. 

Mack and Bishop [2] investigated steady two-dimensional motion 
within a cylindrical annulus, the walls of which were held at different 
temperatures. They used a regular perturbation expansion in powers 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
March 30,1977. 
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of the Rayleigh number to obtain solutions for the stream function 
and temperature fields. They presented streamlines of a single flow 
in mercury (Pr = 0.02) at a moderate Rayleigh number (Ra = 300). 
The flow was composed of two weak eddies located in the top and 
bottom regions of the annulus. The rest of the annulus was occupied 
by a larger dominant eddy which rotated in the opposite sense. Huetz 

Fig. 1 Flow geometry and coordinate system 
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and Petit [3] used a similar approach to investigate the behavior of 
low Prandtl number fluids in an annulus. The boundary conditions 
they imposed were constant heat flux through one cylinder and con
stant temperature on the other. They too found multicellular 
flows. 

The body of experimental work on the convective motion of air 
within the annulus was summarized by Powe, et al. [4] and the dis
crepancies noted. To resolve these discrepancies and to classify the 
flow regimes they also conducted extensive investigations. They de
termined that the various flow regimes are best correlated in terms 
of the inverse relative gap width (Ri/(RQ — Ri)), and the Grashof 
number at which the steady two-dimensional flow transitions. For 
radius ratios greater than about 0.83, a multicelled unsteady flow with 
the cells located in the upper region of the annulus was the result of 
transition. For smaller radius ratios the steady two-dimensional flow 
becomes an unsteady flow which is either two- or three-dimensional. 
In no case were counter-rotating eddies found in the bottom of the 
annulus. These results were also compared with the perturbation 
solution of Mack and Bishop. Some limitations on that solution were 
noted. Powe, et al. indicated that the exact nature of the flow has some 
dependence on the radius of curvature. 

Another paper by Powe, et al. [5] used finite differences to nu
merically calculate these flows for a Prandtl number corresponding 
to air (Pr = 0.714). They indicate that experimental evidence shows 
that a steady two-dimensional multiple flow with eddies occurs im
mediately before transition for radius ratios between 0.59 and 0.86. 
With this knowledge, they were able to calculate transition Grashof 
numbers for flows within appropriately sized cylinders. Agreement 
between these results and the experimental results is fairly good. 
Custer [6] used partial spectral expansions to investigate more thor
oughly the problem of thermal convection of fluids of small Prandtl 
number contained within a horizontal cylindrical annulus. The stream 
function was assumed to be of the form 2;Ui fn(r) sin nd and the 
temperature field was expanded as 2;Uo gn(r) cos nd. Substituting 
these expansions into the equations of motion, and using the ortho
gonality of the sine and cosine functions, equations governing the fn (r) 
and gn (r) were derived. The equations were then solved numerically. 
Due to the sensitivity of the problem, satisfactory convergence was 
obtained only for a moderate range of Grashof numbers. Several of 
the successful calculations were for parameter values which, according 
to the results of Mack and Bishop, should have produced multiple 
eddy flows. In no case was such a flow found. 

Caltagirone [7] gave a very extensive analysis of thermal convection 
in a porous medium contained between horizontal concentric cylin
ders. Using perturbation techniques, finite-difference and finite-
element solutions, Galerkin techniques, and experimental measure
ments, he investigated the phenomena which occur for a broad range 
of Grashof numbers. Using the Galerkin technique he was able to 
analyze the stability of these flows. He found that for sufficiently small 
Rayleigh numbers (Ra < 75) the flow was two-dimensional. As the 
Rayleigh number increased, three-dimensional fluctuations occurred, 
causing a spiral flow within the annulus. Although flow within porous 
media is somewhat different from the present problem, these results 
indicate the wide range of phenomena and techniques available to 
analyze them. 

The present research is intended to investigate-more fully con

vection in fluids of low Prandtl number by obtaining solutions for each 
of two common types of boundary conditions for a broad range of 
radius ratios and Grashof numbers. The first of these boundary 
conditions is that each of the cylinders is an isothermal surface. The 
second is that the temperature gradient is specified at each of the 
cylinders. The results indicate a distinct difference between the be
havior of low and high Prandtl number fluids. The single eddy which 
occurs for low Grashof numbers falls into the lower part of the annulus 
as the Grashof number increases. This behavior is in direct contrast 
to that of fluids of high Prandtl number such as air and water. The 
present results also indicate that for sufficiently large Grashof num
ber, small counter-rotating eddies form in both the top and bottom 
regions of the annulus. In contrast, experimental investigations in air 
showed that if multiple eddies form they are found only in the top 
region of the annulus. Due to the lack of experimental results for liquid 
metals, no determination of the flow regimes has been made. The 
results presented here are a first attempt to do so. 

In the following section the problem is formulated mathematically 
and the solutions are obtained as double perturbation expansions. 
Specific solutions for the two boundary conditions are presented and 
the general evolution of the flow is described. Finally, we discuss the 
validity of the solutions and compare these results with those in 
air. 

Mathematical Formulation 
As in many investigations of natural convection, the Boussinesq 

approximation is used here to incorporate the temperature depen
dence of the density in the equations of motion. In this approximation 
the density is assumed to be a linear function of temperature. Further, 
density fluctuations in the fluid are assumed sufficiently small that 
they need be included only in the body force terms of the momentum 
equations. Under these approximations, the system of governing 
equations is 

I d . . l t o j 
(rvr) + : 

r dr r dd 
0 (1) 

Po 

Po 

Vr 
dvr 

dr 

due 

dr 

Po<-

Us dvr 

r dd 

i a y -2 dv 
r2d82 

V"2] = ~3P I h \ d C d (rvr)) 
r J dr Ldr \r dr I 

7 ^ 1 + Pogo[l - PCT - T0)] cos 6 (2a) 
do J 

oodj^^l-ldp M/Il ( A 
r 36 r J r dO ldr \r dr I 

+ — 

L dr r del \r dr \ dr 1 r2 d62, 

(2b) 

(3) 

To complete the statement of the problem, appropriate boundary 
conditions must be specified. These conditions are the no-slip con
dition at a solid surface and the thermal state of each portion of the 
boundary. 

The motions under investigation are steady and two-dimensional. 
The continuity equation (1) may be satisified exactly by the use of 
a stream function to represent the velocity field: 

-Nomenclature^ 

Cp = specific heat at constant pressure of 
the fluid 

go = magnitude of the gravity vector 
Gr = Grashof number based on radius of 

outer cylinder 
Gr j = Grashof number based on gap width 
p = fluid pressure 
Pr = Prandtl number 
r = radial coordinate 
Ri, Ro = radius of inner and outer cylinder, 

, respectively 

T = fluid temperature 

Ti, To = inner cylinder temperature, outer 

cylinder temperature 

Vr, Vt> = radial and tangential velocity com
ponent 

a = thermal diffusivity of fluid 

/? = coefficient of thermal expansion of the 
fluid 

S = gap width Ro — Ri 
K = thermal conductivity of fluid 
7/ = radius ratio Ri/Ro 
0 = angular coordinate 
ju = dynamic viscosity 
v = kinematic viscosijy pi/po 
P, po = fluid density and reference density 
4>, $? = dimensional and nondimensional 

stream function 
V2 = Laplacian operator 
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dr r d6 
(4) 

Operating on (2a) with (1/r) (dldd) and on (26) with d/dr and then 
subtracting the resulting equations yields the conservation equation 
for the axial component of vorticity. Because the flow is two-dimen
sional, this is the only nonzero component of vorticity. 

The equations that remain are the thermal energy equation and 
the axial vorticity equation. To nondimensionalize these equations 
the independent and dependent variables are scaled in the following 
way 

r = R0r' 

ii = vV (5) 

and either 

T = T , - + ( T o - W (case I) 

T = — I R0T' (case II) 
dr Ir-fio 

The primed variables are dimensionless. The nondimensional equa
tions of motion that result are, dropping the primes: 

i a ( V 2 ^ , tf) ^ /cosBdT . dT\ 
V 4 * = — — - + G r ( + s i n 0 — ) 6) 

r d(r,6) \ r dd dr/ 

Pvd(T, * ) 
v2r =———- (7) 

r d(r, 8) 

Jacobian notation is used to simplify the writing of these equations. 
For example 

d(V, T) d* dT d* dT 

d(r, 8) ~ dr dd de dr 

Three nondimensional parameters arise. The first is the radius ratio 
j ; = Ri/Ra, which enters the problem implicitly through the boundary 
conditions. The other two groups, which appear explicitly in the 
equations of motion, are the Grashof number Gr and the Prandtl 
number Pr. The exact defintion of the Grashof number depends upon 
the boundary conditions under consideration. For specified wall 
temperatures the Grashof number is gofi(To — Ti)R0

3/i>2. If the inner 
cylinder is hotter than the outer, the Grashof number is negative. For 
specified wall heat flux the Grashof number is g0P (dT/dr)r=R0Ro4!/v2. 
As a result, if heat is being transferred from the fluid to the outer 
cylinder, the Grashof number is negative. In both cases the coefficient 
of expansion /? has been taken to be positive. The Grashof number is 
a measure of the relative importance of buoyancy and viscous forces. 
The Prandtl number, Pr = via, is the ratio of the diffusivity of mo
mentum to that of heat. Alternatively it may be considered to be a 
measure of the importance of convection of heat versus molecular 
transport. Liquid metals are characterized by very small Prandtl 
numbers. In this limit, Pr —• 0, equation (7) reduces to the conduction 
equation, the natural limit for liquid metals. 

The boundary conditions must also be nondimensionalized. For 
the case of isothermal boundaries, the boundary conditions are 

a * 
dr ' 

a2* 
d82 

" de 

a* 
dr 

at ' U . 1 (8) 

dT 
•• — = 0 a t 6 = 0 , T T 

de 
and 

T = 0 at ; V, T = 1 at r = 1 (9) 

The conditions imposed on 6 = 0, ir are symmetry conditions. The flow 
in each vertical half of the annulus is assumed to be a mirror-image 
of that in the other half. 

For the case of constant heat flux through each cylinder, conditions 
(8) remain unchanged. The new thermal conditions on the boundary 

at ; V, 
ar_ 
dr ~ 

at r = 1 (10) 

are given by 

3 T _ 1 

dr t\ 

These conditions satisfy the compatibility condition for steady viscous 
flow. This condition states that in the absence of any volume heat' 
sources, such as viscous dissipation, the total amount of heat passing 
through each cylinder is the same. 

Solutions to equations (6)-(8) and either (9) or (10) are sought as 
double perturbation expansions in powers of the Grashof and Prandtl 
numbers. That is, we assume, the following forms: 

*(r,0)= £ £ PrnGr"»*„m(r, 6) 
n=0 m=0 

T(r, 9) = £ £ ¥*'GikTjk{r, 8) 
j=ok=o 

(11) 

Equations governing the unknown functions fnm(r, d) and Tjk(r, 
8) are obtained by using the expansions (11) in the equations of mo
tion. In each equation, terms multiplied by like powers of Prandtl 
number are equated. There remains an infinite set of equations in 
powers of Grashof number. 

The thermal energy equation to zeroth order in Prandtl number 
is 

£ Gr"V2T0s = 0 
s=0 

(12) 

and the momentum equation to zeroth order in Prandtl number is 

£ Gr-vvom = - [ £ £ ; -
m=o r Lm=oc=o de dr 

Gr" 

_ £ f; G r m + ^o m a(VW| 
dr de 

+ r ^ £ G r . + i ^ + B i n f l f ; G r . + 1 w v | (13) 
L r s=o de s=o dr J 

To first order in Prandtl number, the thermal energy equation is 

(dipom dT0s d\l/0m dT0s\ a, 1 T ro co /( 

C Gr"V2Tls = - £ £ Grm+S (-
=0 r Lm=0s=0 V dd dr dr d8 

!)] 
(14) 

and the momentum equation is 

£ GrmVVim = 
m=0 

' 1 38 dr d8 dr I 

d8 dr a<? IJ 

r lm=oc=o 

£ £ Gr"*« r r " " ' " , ; " ' + 
m=oe=o l dr 

+ r ^£ G r S + 1 £ZJ i + s i n , £ G r S + 1 ^V | (16) 
L r s=o dd s=o dr J 

These equations are simplified by equating like powers of the Grashof 
number. The result is a set of differential equations that must be 
solved in a natural sequence. Equating powers of G in (12) leads to 
the series of problems 

V2r0s = 0 s = 0,1,2, . . . (16) 

The solutions must satisfy the boundary conditions given by (8) and 
either (9) or (10) for all Grashof and Prandtl numbers for which this 
analysis is valid. 

In order to do this, the boundary conditions (9) or (10) are imposed 
on Too(r), the conduction solution. Hence, one equation in the series 
(16)is 

V2r0o = 0 

with 

Tooiv) = 0 Tood) = 1 
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or 

dTpp I _ 1 dTpo I _ 

dr \r=r, rj dr lr=i 

The rest of the equations in (16) are 

v2r0 s =0 s = i, 2 , . . . 

For the case of constant wall temperature, the accompanying 
boundary conditions are homogenous. The solutions are all identically 
zero. For the case of constant wall heat flux, the imposed boundary 
conditions specify that the normal derivative of the temperature on 
the boundary is zero. Those solutions are all arbitrary constants which 
are taken to be zero. 

Likewise, the momentum equation (13) is reduced by identifying 
equal powers of the Grashof number. The zeroth order equation is 
simply 

Vtyoo = 0 

The boundary conditions are all homogeneous. The solution is i/'oo = 
0, which corresponds to no motion. This is to be expected because the 
driving force for the flow arises from density differences within the 
fluid. As Gr —• 0 these density differences disappear and the motion 
should also disappear. 

The zeroth-order Prandtl, first-order Grashof momentum equation 
is 

1 T #oo d(VVoi) , # o i d(V Vol) <Voo 3(VVoi) 

r L d6 dr dd dr dr dB 

#oo3(VVoo)l , TcosfldToo , . ST001 
+ h sm 8 

dr d6 J L r dd dr J 
This sequence continues in a natural way. The equations for the 

unknown functions are always linear in the unknown function. The 
inhomogeneous term of each equation is always a nonlinear function 
of previously determined functions. 

These equations may all be solved analytically by separation of 
variables. The solutions presented here were calculated from the 
following truncated series: 

T(r, 8) = TooM + GrPrT n ( r ) cos 8 

i{r, 8) = Gr iM' ' ) sin 6 + GrVoaM sin 28 

+ Gr3[fei('-) sin 8 + fesW sin 38} 

where the functions of r are of the form Pijr' (lnr)i where i and j are 
integers and fty are constants. The index i may be any integer but the 
index j must be greater than or equal to zero. The streamlines to be 
illustrated are therefore independent of Prandtl number, but the 
isotherms retain first-order dependence on Prandtl number. Further 
details may be obtained from the first author. 

Constant Temperature Results 
Three parameters govern this flow, and it is natural to ask how the 

nature of the flow depends upon them. The solution method used here 
permits consideration of only very small Prandtl numbers. In fact, 
the streamlines which are presented are independent of Prandtl 
number. Conduction is the predominant mechanism of heat transfer, 
so the isotherms are only slightly distorted from the concentric circles 
which represent pure conduction. For this reason isotherms for these 
flows will not be plotted. For the case of a specified boundary heat flux 
the situation is different, but this will be discussed in the following 
section. For now we consider only the effect of Grashof number and 
radius ratio on flows for which the boundary temperatures are spec
ified. 

At low Grashof numbers the streamline patterns are similar to those 
found experimentally and analytically in fluids of large Prandtl 
number. In wide gaps the flow has the kidney shape described by 
Bishop and Carley (1966). This is illustrated in Fig. 2, which is a plot 
of selected streamlines in a flow at Gr = -200 and ij = 0.2. This flow 
is very close to being perfectly symmetrical about the horizontal plane. 
In narrower gaps the flow has the crescent shape also described by 
Bishop and Carley. 

Fig. 2 Streamlines of the flow at Grashof number —200 and radius ratio 
0.2 

Fig. 3 Streamlines of the flow at Grashof number - 1 0 4 and radius ratio 
0.2 
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+ .05 

Fig. 4 
0.2 

Streamlines of the flow at Grashof number —12 X 104 and radius ratio 

Fig. 5 Maximum absolute value of the stream function versus Grashof 
number: —wall temperature specified; — wall heat flux specified 

As the Grashof number increases, the center of the eddy, defined 
as the point of the extremum of the stream function, falls into the 
lower region of the annulus. This phenomenon is strikingly different 
from that which occurs in fluids of large Prandtl numbers. In those 
fluids the center of the eddy moves above the horizontal plane. Both 
Huetz and Petit [3] and Custer [6] found this difference. It was not 
possible to determine whether the solutions of Mack and Bishop [2] 
showed this behavior because they showed only one streamline pat
tern. Fig. 3 illustrates this behavior in a flow at Gr = —1000 and r\ = 
0.2. Of particular interest here is the shape of the streamlines in the 
upper part of the annulus. The streamlines have moved outward and 
upward, making them seem quite pointed compared with their shape 
in the bottom part of the annulus. Pig. 4 shows the streamlines of a 
flow at Gr = -12,000 and T\ = 0.2. A small weak eddy has formed on 

Fig. 6 Flow at Grashof number - 1 0 3 and radius ratio 0.5: (a) streamlines; 
(b) isotherms 

the top of the inner cylinder. The fluid within this eddy rotates 
counterclockwise while that in the main eddy rotates clockwise. Thus, 
the development of the flow in wide gaps proceeds from a single 
dominant eddy to a ihultiple eddy structure as the Grashof number 
increases. 

In narrower gaps the process is similar but the evolution with 
Grashof number occurs much more slowly. The basic crescent eddy 
falls below the horizontal plane and the flow intensifies. Eventually 
one or two small counter-rotating eddies appear. For a radius ratio 
of 0.5, two eddies appear at a Grashof number between —7 X 104and 
—8 X 104. One of these is on the top of the inner cylinder and the other 
is on the bottom of outer surfaces. For a radius ratio of 0.7 the flow 
still has the basic symmetric eddy pattern even at Gr = —2 X 106! 

The maximum absolute value of the stream function is a measure 
of the intensity of the flow. Fig. 5 shows the maximum absolute value 
of the stream function plotted as a function of the Grashof number. 
Least-squares analysis of the data yields the following correlations: 

ri = 0.2: |vf|max = 1.08 X 10"3 (-Gr)1-002 

V = 0.5: |* |m a x = 2.55 X 10~4 (-Gr)1-026 

V = 0.7: |M>|max = 6.69 X 10"6 (-Gr)1-004 

These results indicate that the flow is more vigorous the larger the 
gap. By plotting the data as a function of a Grashof number based on 
the gap width, these three curves may be reduced to one whose 
least-square correlation is given by 

* • 
•• 2.1 X 10-3 Grs1-0196 

This new Grashof number is goP(T0 - T,-)(fl0 - Ri)sh2 

Constant Heat Flux Results 
In this section we describe results which obtain when the temper

ature gradient is specified on the cylinders. Compared to the case of 
constant wall temperature, this condition has greater implications 
for the temperature field within the annulus than for the streamlines, 
so we present plots of isotherms in addition to streamlines. The 
Prandtl number was 0.02 for all flows illustrated. 

These flows develop in the same manner as those for which the 
temperature of the boundaries is specified. At low Grashof numbers 
the streamlines are closely symmetrical about the horizontal plane. 
In the wide gaps the flow has the normal kidney-shaped streamline 
pattern previously described, while in the narrow gaps the crescent 
eddy is the typical shape. The isotherms are almost indistinguishable 
from those which would occur in the case of pure conduction, that is, 
they are almost concentric circles. Fig. 6 is a plot of the streamlines 
and isotherms for a flow at Gr = —1,000 and rj - 0.5. The negative 
values of the nondimensional temperature can be explained by ex-
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amining the solution for the temperature field: 

T(r, 0) = T* + In r + GrPr /(/•) cos 0. 

T* is a nondimensional reference temperature that corresponds to 
the temperature of the outer cylinder (r = 1) at 0 = 90 deg. In all the 
calculations, T* was set equal to zero and the Grashof number was 
negative. Negative values of T represent dimensional temperatures 
greater than the reference temperature. For experimental purposes, 
it is important to note that if more terms had been included in the 
solution, the location of T* would be different. 

As the Grashof number increases, the streamlines follow the same 
development as in the case of constant wall temperature. The center 
of the eddy falls below the horizontal and the vigor of the flow in
creases. The temperature field shows increasing effects of convection,, 
as indicated by the fact that the isotherms are no longer even close 
to being concentric circles. The temperature of each of the cylinders 
is not constant but increases in the direction of fluid flow along them. 
The inner cylinder temperature increases in the direction of increasing 
angle while that of the outer cylinder increases in the direction of 
decreasing angle. This is required to satisfy the constant flux 
boundary condition. Fig. 7 shows the streamlines and isotherms for 
a flow of Gr = —50,000 and n] = 0.5. The maximum value of the stream 
function occurs at 86 deg and approximately halfway across the 
gap-

At a Grashof number of -106, the flow has increased in vigor by 
about a factor of two but it has not shifted around the gap any further. 

Fig. 7 Flow at Grashof number —5 X 104 and radius ratio 0.5: (a) stream
lines; (b) isotherms 

( a ) 

Fig. 8 Flow at Grashof number 
streamlines (b) isotherms 

The center of the eddy is located at the same point as it was in flow 
at Gr = —50,000. This flow exhibits the same pattern as did the flow 
at a Grashof number of —10,000 and a radius ratio of 0.2 for which the 
boundary temperatures were specified. The streamlines in the upper 
region of the annulus have been pulled outward and upward. In ad
dition the isotherms in the upper and lower regions of the annulus are 
widely separated, indicating that temperature gradients in these re
gions are small. 

In the previous analysis for constant wall temperature this behavior 
preceded the appearance of an eddy on the top of the inner cylinder. 
We expect to find that the same occurs in this case. Fig. 8 shows the 
streamlines and isotherms for the flow at Gr = -120,000 and rj = 0.5. 
Two eddies have appeared. The flow in the eddy on the top of the 
inner cylinder is somewhat stronger than that in the lower eddy. The 
sense of rotation of both eddies is opposite that of the main flow. 

As in the case of constant wall temperature, the strength of the flow 
is closely a linear function of the Grashof number. The correlations 

ij = 0.3 . 

?I = 0.5 . 

'0.7 
1*1. 

•• 8.7 X 10"4 (-Gr)1 

1.88 X 10-4 (-Gr)1-017 

: 2.47 X 10-6 (-Gr)1-000 

These curves are also plotted in Fig. 5. It is obvious from this plot that 
for a given pair of parameters r\ and Gr, the flow is slightly more vig
orous if the boundary condition is constant temperature rather than 
constant temperature gradient. 

By defining the Grashof number in terms of the gap width, these 
three curves may be represented by one curve whose equation is given 
by 

where 

Gr« = g0(3 
dT_\ 

dr I =flo 

-Gra)1 

Ro(Ro-Ri)s/v2 

-12 X 105 and radius ratio 0.5: (a) 

Discussion 
The solutions presented here are regular perturbation expansions 

in powers of the Grashof number and Prandtl number. It is therefore 
expected that they will be uniformly valid throughout the flow field 
for some region in parameter space. They show an interesting evolu
tion as the Grashof number increases. At sufficiently high Grashof 
numbers, one or more eddies appear in the annulus and it would seem 
that those are no longer small perturbations superposed on the single 
eddy flows. The question of the range of validity of the expansions 
is important because the answer is crucial in understanding whether 
these complex flows are real or are simply results of the linearization 
of the equations and truncation of the series. 

In order to obtain an idea of the range of applicability of these so
lutions, the ratio of each term of the expansion to the sum of previous 
terms was calculated. Such a test is not a proof of convergence, but 
it does show when the basic premise of a perturbation solution is 
violated. This premise requires that the (n + l)th term of the ex
pansion be a small correction to the solution represented by the pre
vious n terms. Only the stream function has been so treated since the 
flow regimes, and not the heat transfer, are of primary interest. The 
curves shown in Fig. 9 mark the approximate points in the (Gr, -q) 
plane where the last term of the series for M/ becomes equal in mag
nitude to the sum of the previous terms. All flows located in the region 
bounded by these curves and the coordinate axes that were calculated 
had but a single eddy. Flows that were outside this region were com
posed of multiple eddies. 

Inspection of the perturbation series shows how multiple eddy flows 
may be obtained. The terms of order Gr and Gr3 each contain angular 
dependence given by sin 0. Should these terms be of equal magnitude 
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Fig. 9 Approximate region of validity of the stream function expansions: curve 
1—wall temperature specified; curve 2—wall heat flux specified 

but of opposite sign, the angular dependence would be determined 
by sin 28 and sin 38. It is these terms that yield the multiple eddies. 
If the terms that have been neglected are indeed small, then the. 
multiple eddies are valid. On the other hand, the neglected terms may 
not really be so small that the truncated series accurately represents 
the true solution. Inspection of the equations indicates that the 
fourth-order terms have angular dependence given by sin 26 and sin 
40. Another sin 38 does not appear until the fifth-order term. Calcu
lating these higher-order terms involves a prohibitive amount of work. 
Only solutions to the full nonlinear equations or experiments can 
firmly establish the existence of the multiple eddy flows. 

S u m m a r y 
The motion of fluids with small Prandtl numbers contained within 

a horizontal cylindrical annulus has been investigated by a pertur
bation solution to the Boussinesq equations. The evolution of the flow 

for several radius ratios has been described and compared with pub
lished investigations of flows of high Prandtl number fluids. In both 
cases the flow is composed of a single eddy in each half of the annulus 
if the Grashof number is low. As the Grashof number grows, the eddy 
in low Prandtl number fluids falls, while the eddy in high Prandtl 
number fluids rises. This is a striking difference. At sufficiently high 
Grashof numbers, experiments show that flows of air and water un
dergo transition to some unsteady flow. While no experimental in
vestigations of low Prandtl number fluids are known to the authors, 
the present results indicate that a complex multicellular flow may be 
possible. The rich variety of flows that occurs within this geometry 
provides vast possibilities for experiment and calculation. In partic
ular the present results should be extended by both types of investi
gation. Extension of the spectral expansions used by Custer is un
derway. It is hoped that they will provide the capability to investigate 
the transition region of liquid metals. 
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Natural Confection lass Transfer 
at Salt-Brine Interfaces 
Experimental measurements of the rate of dissolution (mass transfer) at salt-brine inter
faces have been made for variation of brine concentration from fresh water to near satu
rated brine, and variation of surface orientation from horizontal (facing downward) 
through the vertical to "near" horizontal (facing upward). Salt samples used were cut 
from an underground mine and the dissolution results are for "rough" surfaces—that is, 
after the surface has developed. Samples of approximately 1 m long were used, and the 
results obtained and presented are for turbulent flow. The correlated results are present
ed in the form of a coefficient CT as a function of d (angle from vertical) where CT(6) -
Shf(GrSc)1/3. The coefficient is found to be a very strong function of angle, being larger 
for the unstable orientations and smaller for the stable orientations than for the vertical. 
The data are compared to other turbulent natural convection mass and heat transfer data 
for vertical and inclined surfaces, and are found to exhibit considerably greater convec
tion transport coefficients than for smooth surfaces. 

Introduction 

There are several physical phenomena which involve turbulent 
natural convection on vertical and inclined surfaces, one of these being 
natural convection mass transfer during cavity development in so
lution mining. An analogous problem is thermal stratification of liq
uids in vessels. A numerical model for predicting the growth of solu
tion-mined cavities has been developed by Saberian [l],1 as part of 
an ongoing study. Numerical predictive models have also been de
veloped for thermal stratification in vessels. The purpose in obtaining 
the present experimental measurements is to better quantify and 
define the nature of mass transfer at a salt-brine interface. 

Fluid flow in natural convection is due to density gradients within 
the fluid; in heat transfer these result from thermal gradients, and 
in mass transfer they result from concentration gradients. The 
boundary layer will normally be laminar for some distance along the 
surface and then subsequently undergo transition to turbulent flow. 
In heat transfer the transition for an isothermal vertical surface is 
fairly well defined by Ran = Gr#Pr and occurs in the approximate 
range 5 X 108 to 5 X 109. In mass transfer the analogous parameters 
are Gr^ and Sc, and transition has been found to occur in the range 
2 X 10n < RaM < 3 X 1012. There are really no turbulent natural 
convection heat transfer data available that are analogous to turbulent 
natural convection mass transfer, since for liquids with Prandtl 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS and presented at the National Heat 
Transfer Conference, St. Louis, Mo., August 9-11,1976. Manuscript received 
by the Heat Transfer Division May 7,1976. Paper No. 76-HT-33. 

numbers similar in magnitude to typical Schmidt numbers it is very 
difficult to achieve turbulent natural convection flows. 

The most recent work directly pertinent to the present study on 
natural convection mass transfer is that of Lloyd, Sparrow, and Eckert 
[2] and Moran and Lloyd [3], who have investigated laminar as well 
as turbulent natural convection mass transfer on vertical and inclined 
smooth surfaces using an electrochemical technique. These investi
gations found natural convection mass transfer transition for vertical 
surfaces to be in the range 2 X 10u < RaM < 3 X 1012, that is, insta
bilities initiate at the lower value and fully developed turbulent flow 
is achieved at the higher value. In addition, there is a shift to higher 
values of Ra f̂ for the transition range as the surface is varied from 
the unstable orientation through the vertical into the stable, i.e., the 
transition location moves further downstream. These investigators 
found that the turbulent data could be correlated in terms of a single 
angle dependent coefficient Cr'(d) where 

Sh, = CT'(d) (GrjtfSc)1/3 

with the gravity in Gr^ modified to g-cos 6. The coefficient CY(#) was 
found to increase monotonically as the surface is rotated from the 
stable orientation through the vertical and into the unstable. 

Mass transfer data were also obtained for vertical copper electrodes 
in a copper sulfate solution by Pouad and Ibl [14] for varying electrode 
length and copper sulfate concentration. Local mass transfer data 
were not obtained; however, the average data were found to vary with 
a Gr-Sc exponent of 0.26 to 0.28, increasing with the Gr-Sc product. 
Since the data are for the entire plate (including laminar region), it 
is expected that their turbulent data only, if available, should correlate 
with an exponent of at least 0.28. 

Wilke, et al. [4] performed some experimental mass transfer studies 
for vertical surfaces. Durie [5, 6] and Saberian [1] have experimentally 
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into which the more saturated brine from the bottom of the test vessel
could be slowly drained, and another elevated above the test vessel,
containing brine at the desired concentration which drained into the
test vessel to maintain a level allowed by a float control. Brine con
centration leaving the bottom of the test vessel was monitored and
flow rates could be adjusted to minimize stratification.

The solubility of air in water decreases with increasing salt con
centration, and unless the bulk brine is deaerated, air will come out
of solution at the salt-brine interface. This becomes more severe the
lower the bulk brine concentration. In the early tests the water (or
brine) was not deaerated and air bubbles were observed to develop
and break away from the interface, though their population was quite
low. For later tests the brine used was prepared from saturated brine
(hence deaerated) diluted with deaerated water. In none of the tests
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Fig. 2 Mounted salt test sample

Natural convection mass transfer apparatus
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Fig. 1

SHAFTinvestigated the effect of surface inclination on the rate of dissolution
of salt, and measurements of salt dissolution for vertical surfaces were
also performed in [7]. Masliyah and Nguyen [8] have made mass
transfer measurements for a vertical surface, and Husband [9] has
made mass transfer measurements on large sugar samples in water
up to RaM = 9 X 1014•

The heat transfer investigations most pertinent to the present study
are for turbulent natural convection heat transfer on inclined surfaces,
including those of Vliet [10], Fujii and Imura [11], Hassan and Mo
hamed [12], and Vliet and Ross [13]. As for mass transfer, these in
vestigations with heated surfaces show transition to move forward
on the surface as the surface is rotated from the stable (facing
downward) through the vertical into the unstable orientation, and
the heat transfer in the turbulent regime is found to be enhanced also,
although once in the unstable orientation there is little further ef
fect.

In the present work, measurements are presented for the dissolution
rate on large salt samples as a function of brine concentration and
surface orientation (both upward facing, stable and downward facing,
unstable). In these experiments the samples used are salt as cut from
a mine and the dissolution rate was measured after the surfaces had
assumed a rough character due to the dissolution process.

Experimental Apparatus
The experimental apparatus as shown in Fig. 1 accommodated salt

samples approximately 1 m long, and most samples were approxi
mately 1 m long by 0.3 m wide by 0.15 m thick, as shown in Fig. 2. Each
sample2 was coated with epoxy, except for a 1 X 0.3 m side, which was
exposed to the brine. The sample was mounted on a stainless steel
platform which could be positioned in the test vessel at any desired
angle. The dissolution rate as a function of location along the sample
was determined from measurements of sample thickness using a direct
current displacement transducer (DCDT) located on a carriage which
could be traversed along the sample while in place. The sample in
terface location as determined by the DCDT and the location along
the sample as determined by a lO-turn potentiometer on the carriage
drive assembly were plotted directly on an X- Y recorder. The mea
surements were made over the length of the sample along the center
line, making discrete measurements at small intervals along the
sample. Dissolution or surface recession rates were obtained from the
change in the interface location over a specific time period.

The test vessel consisted of a 1.5 X 1.5 X 0.41 m (5 ft X 5 ft X 14 in.)
clear plastic tank. The test samples were suspended at the desired
orientation below the liquid level in the tank as shown in Fig. 3 and
center-line thickness traverses were made at time intervals. As the
dissolution measurements frequently took several hours, stratification
would normally build up inthe vessel. To prevent this, two approxi
mately equal-capacity reservoirs were used, a shallow one at floor level

2 The salt samples used in these experime~ts were cut froni Morton Salt's
Grande Saline mine in Grande Saline, Texas. The samples exhibited some
variation, however the average percent insolubles was approximately 2 percent;
and the average specific gravity was 2.1 g/cm3.

- .Nomenclature _

species (£2IT)
g = gravitational acceleration (LIT2)
Grx = Grashof number, g(/lplp) x 31v2 (di

mensionless)
m = rate of surface recession (LIT)
RaH, RaM = GrwPr or GrM'Sc (dimension

less)
Sc = Schmidt number v/D (dimensionless)

(dimensionless)

CrUI), Cr'(IJ) = coefficients for turbulent
natural convection mass transfer

[
g/lPX3 ]1/3'
--Sc

pv2

Shx

[
g cos IJ/lPX3 ]1/3

2 Sc
pv

D = diffusion coefficient of transferred

Shx Sherwood number
mx

D
Ps

/lp

x = streamwise coordinate (L)
IJ = plate angle to vertical, positive being

upward facing or stable orientation (deg)
v = kinematic viscosity (L 2IT)
p = density (MIL 3)

Subscript

H = refers to heat transfer
M = refers to mass transfer
s= salt
x = local position
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Table 1 Salt dissolution data

Sc Grt Sht Sh
Angle Sample pro Teo mt = v/D X 10-9 X 10-3 {GrSc)l/3

(degrees) (No.) g/c.c. °C mm/hr (dim) (dim) (dim) (dim)

+60 2 1.0 24 2.54 831 1600x3 5.69x 0.0517
+60 5 1.14 17 1.04 944 282x3 3.18x 0.0495
+45 2 1.0 24 3.63 831 1600x3 3.77x 0.0342
+30 2 1.0 24 5.33 831 1600x3 12.0x 0.109
+30 5 1.14 17 1.61 944 282x3 10.65x 0.166

0 2 1.0 24 10.2 831 1600x3 22.8x 0.207
0 4 1.0 29 11.1 831 1600x3 24.9x 0.226
0 5 1.14 17 1.93 944 282x3 12.8x 0.199
0 6 1.14 22 1.41 944 282x3 9.32x 0.145
0 7 1.10 23 2.22 899 588x3 9.2x 0.116
0 7 1.14 22 1.70 944 282x3 11.25x 0.0722
0 8 1.18 24 0.29 1001 81x3 5.28x 0.0665
0 9 1.10 24 2.87 899 558x3 11.9x 0.150
0 10 1.10 28 3.18 899 558x3 13.17x 0.166

-30 4 1.0 29 16.4 831 1600x3 36.8x 0.334
-30 6 1.14 22 2.49 944 282x3 16.5x 0.257
-45 4 1.0 29 18.0 831 1600x3 40.5x 0.368
-60 8 1.14 23 2.9 944 282x3 19.2x 0.299
-90 4 1.0 28 19.4" 831 1600x3 43.4x 0.394

22.4 50.2x 0.456

" The first is measurement with DeDT and the second by weight difference.
I These are averaged over the lower 90% of the sample.
t The streamwise coordinate x is retained because the quantities are averages over the sample. x measured in meters.

Fig. 3 Experimental test vessel

performed with water (B.G. = 1.0) was the water deaerated prior to
test; however, for all subsequent tests the brine was deaerated.
However, there was found to be no consistent effect of the air content
of the water.

Experimental Data
Dissolution tests were conducted with water (p = 1.0) for several

angles in the range from -90 to 60 deg to the vertical. In addition, tests
were performed with brine (p = 1.14) at angles of +60, +30,0, and -30
deg to the vertical, and also limited tests were made at specific
gravities of 1.10 and 1.18. The approximate range of Bc for these
measurements was 830-1000 based on mean boundary,layer con
centration. This is approximately two to three orders of magnitude

Journal of Heat Transfer

greater than the PrandtI number for typical fluids for which turbulent
natural convection heat transfer data have been obtained. The values
of GrM and Sh in this study ranged up to approximately 1012 and 4
X 104, respectively. Table 1 presents a summary of the present
tests.

For most of the results to be reported herein, each new sample at
the initiation of test was relatively smooth, that is, as cut using a large
circular masonry saw; however, as dissolution progresses, the samples
take on a rather rough character. This roughness development is
apparently a result of several factors: the samples not being single
cFystal (having granular structure and inhomogeneity), erosion due
to insolubles, and the nature of boundary layer flow. As a result, for
each new sample the dissolution was allowed to progress until the
dissolution rate appeared to approach a constant value, at which point
three traverses at spaced time intervals would result in two sets of
dissolution rate data over the entire length of the sample.

For these tests there were differences from sample to sample, and
as a result normally three or more tests were run with each sample at
different conditions (orientation or brine concentration); and for each
new sample a test was conducted duplicating the conditions of a
previous sample. In this way anomalous variations in dissolution rate
from sample to sample could be interpreted:

The samples did not in general exhibit high dissolution rates at the
forward edge as is characteristic of the laminar boundary layer, and
this is attributed to impurity variations within each sample, as well
as the fact that for most of the tests the critical RaM occurred quite
early along the sample, such that few measurements occurred in what
would normally be the laminar region. Therefore, these measurements
do not provide useful information on the laminar regime or on tran
sition. It should be noted that for the vertical orientation in water
(S.G. = 1.0) and using the criterion of [2, 3] for incipient transition
of RaM = 2 X 1011, it would normally occur approximately 0.07 m
downstream of the leading edge. For the rough surfaces developed and
for the unstable orientations, one would expect somewhat earlier
transition, and thus the present data are applicable to turbulent flow,
since sample lengths were approximately 1 m.

Some measured dissolution rates for different brine concentrations
and orientations are presented in Figs. 4{a) and (b). The variation in
the dissolution rate along the sample for anyone test is obvious from
these figures, some being greater th~ others, and the variation is
attributed primarily to variations in the samples. The salt blocks
obtained from the mine were cut (not intentionally) such that im
purity (insoluble) seams ran across the samples at approximately 45
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deg, and thus on the exposed face of each sample there existed vari
ations along the surface. 

Fig. 4(a) shows vertical orientation dissolution rates for the two 
brine specific gravities 1.0 (water) and 1.14, using three different 
samples. One can see first the large effect of brine concentration on 
dissolution rate and also a significant difference in dissolution rate 
for the two sample numbers 5 and 6 at the same brine concentration. 
The latter is attributed to impurity variations between and 
throughout the samples. 

Fig. 4(6) shows the variation in the dissolution rates for a particular 
brine concentration (S.G. = 1.0) at different angles. There is a 
monotonic increase in dissolution rate as the angle is varied from 
positive (stable, facing upward) angles through the vertical to negative 
(unstable, facing downward) angles. 

The natural convection mass transfer data should correlate in the 
form Shx = f(Gix-Sc) with possibly an angle dependence g-cos 8 in
troduced to form the component along the surface. This has been 
shown in many laminar heat and mass transfer investigations to be 
justified. However, for turbulent natural convection heat transfer [10, 
13], it was found that no angle dependence is evident for the unstable 
case while even a stronger dependence than cos 8 is required for the 
stable case. Investigators [2,3] used g-cos 8 for all cases and introduced 
an angle-dependent coefficient CT'(O). Thus, for the turbulent case 
the present data are presented in the following forms: 

Sh* = CT(8) [<?*] 
1/3 

Sh* - CT' •'(0) [ 
'gcoadApx3

n 11/3 
2 S ° 

pv^ J 

(1) 

(2) 

where the coefficients CT(8) and CT'(8) are functions of angle and an 
exponent of 1/3 is used as is customary for the turbulent region. The 
data correlation was not materially improved by altering the exponent 
from 1/3. In equation (1) the gravity is not modified, whereas in 
equation (2) it is modified by cos 8. 

The dissolution data taken for various angles and brine concen
trations are presented in Figs. 5 and 6. In Fig. 5 the data are plotted 
according to equation (1), while in Fig. 6 the data are plotted according 
to equation (2). 

Also included in Figs. 5 and 6 are various other mass and heat 
transfer data including the salt dissolution data from the IITRI study 
[7], salt dissolution data of Saberian [1], the mass transfer data of 
Lloyd, et al. [2], of Moran and Lloyd [3], and of Fouad and Ibl [14], 
and the heat transfer data of Vliet [10], and of Vliet and Ross [13]. For 
the heat transfer data the Sherwood, Schmidt, and Grashof numbers 
are replaced by the Nusselt, Prandtl, and Grashof ((SAT instead of 
Ap/p) numbers.3 Durie [5] presents several measurements on ap
proximately 18-cm high samples of square cross section, which exhibit 
coefficients CT(8) varying between 0.24 and 0.45. These are consis
tently greater than the data in Fig. 5 and this is attributed to the small 
cross sections (approximately 5 cm square) for these samples. 

The present salt dissolution data in Figs. 5 and 6 (open symbols) 
show a generally monotonic decrease in the coefficient in going from 
the unstable to stable orientations. There is considerable scatter, 
which, however, is attributed mainly to sample variation. The test at 
-90 deg (horizontal, facing downward) was made with a smaller (0.28 
m long) sample. 

The present data are seen to agree quite well with the salt dissolu
tion data of Saberian [1] for smaller samples (approximately 4 cm long 
by 3 cm wide), but extend over a larger range of orientations and in
clude the positive (upward facing) angles. Some data from the IITRI 
study [7] are also presented. They generally fall somewhat below the 
present data, but show the same trend. A comparison of the IITRI 
data for different brine concentrations for the vertical orientation 
shows that the scatter is similar to that of the present data and is 
undoubtedly attributable to sample variations. 

The mass transfer data of Lloyd, et al. [2], Moran and Lloyd [3], and 
Fouad and Ibl [14] are seen to fall well below the salt dissolution data. 
There is also seen to be a large difference between the heat transfer 
data of [10,13] and the salt dissolution data. The same general trends 
with orientation for all the data are, however, similar. 

In comparing the data presentations in Figs. 5 and 6 there appears 
to be no advantage in introducing g cos 8 in the turbulent natural 
convection correlation, since an angle-dependent coefficient is re
quired in any case. Actually, it has the disadvantage of making the 
coefficient variation appear more severe, and in fact to be infinite at 
±90 deg. Therefore, it is recommended that the cos 8 be omitted, and 
that the data presentation as in Fig. 5 be preferred for turbulent 

3 For the heat transfer data positive angles refer to surfaces facing downward 
(stable) and negative angles refer to surfaces facing upward (unstable). 
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Fig. 6 Angle-dependent correlation coefficient using cos 0 

natural convection. Measurements were not extended beyond angles 
of +80 deg because in the limit of +90 deg the mass transfer would 
no longer be convection dominated. 

The marked difference between the salt dissolution rate data versus 
the other heat and mass transfer data is interesting. In both the mass 
and heat transfer data [2,3,-10,13] the test surfaces are flat. In the salt 
dissolution data the surface after dissolution has progressed is rough 
and may, because of the scalloping of the surface, be significantly 
larger than the projected area. Thus, if the mass transfer coefficient 
were based on the actual surface area, the Sherwood number, and 
therefore CV(0), would be decreased, making the data more consistent. 
Detailed measurements were made of the surface roughness after 
selected tests using a depth micrometer. These indicated the actual 
surface area after dissolution to be approximately 10-15 percent 
greater than the projected area. Although this effect shifts the data 
in the correct direction, it does not greatly improve the agreement 

between the present data and those for flat surfaces. The present data 
are thus not corrected for the actual surface area, but rather are based 
on the projected area. 

Detailed measurements of the dissolution rate as a function of time 
were not recorded; however, the rates did generally increase with time. 
Durie's [5] measurements indicated that rates typically doubled be
tween the initiation with a "smooth" sample and the final "developed" 
surface. The increased rates for salt dissolution are only partially 
explained by increased surface area, and the increase above the 
smooth sample rate is primarily attributed to the alteration of the 
boundary layer by the rough surface. 

Conclusions 
Salt dissolution data as a function of brine concentration and sur

face orientation in the turbulent regime are presented which indicate 
that the data correlate reasonably well in the form Sh = CT(6) 
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[GIM'SC]1/3 as has been previously suggested, though it is recom
mended that for the turbulent regime the gravity not be modified by 
angle. The present data agree reasonably well with other less extensive 
salt dissolution data, but exhibit significantly larger dimensionless 
transfer coefficients than other turbulent natural convection mass 
and heat transfer data for flat smooth surfaces. This is partially at
tributable to the actual surface being greater than the projected area 
but is mainly a result of an alteration of the boundary layer by the 
roughness which enhances the convection coefficient. 
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An Experimental Intestigation of the 
Plume Velocity Field Abowe a 
Horizontal Line Heat Source 
The vertical velocity field of a natural convection plume arising from a horizontal line 
heat source was investigated experimentally in detail. The measured vertical velocities 
were found to be 20-25 percent less than that predicted by analysis. Various causative 
factors for the discrepancy between analytical and experimental results were investi
gated, and shown to have a minimal effect. The power law relationship between the plume 
vertical velocity and energy input to the line source was found to be substantially greater 
than that predicted by analysis. A normalized similarity function did provide an excellent 
representation of the lateral diffusion of energy and momentum in the plume, indicating 
the validity of the boundary layer approximation for the velocity field. It was postulated 
that further refinement of the stream functions defined by existing analyses is required 
to accommodate the effects of the upstream flow field that exists in the physical represen
tation of a line source and is omitted from consideration in the development of the analy
ses. 

1 I n t r o d u c t i o n 

Laminar natural convection plumes rising from a horizontal line 
heat source have been extensively investigated both analytically and 
experimentally. Analytical treatments rely on similarity solutions and 
are developed using simplified momentum and energy equations 
obtained by order-of-magnitude analysis of the general equations. 
Constant fluid properties are assumed, except that the Boussinesq 
approximation is used to accommodate density gradients, and the 
continuity equation is the final equation. The equations are: 

du du\ 
+ V-) 

dx dy/ 

dt 

• Pgj3&t + !i-
d2u 

\ dx dy/ dy2 

dt k [dhl 
• + v — = 

dy pc„ldy2J dy 

du dv 

dx dy 

pepLdy2 

0 

(1) 

(2) 

(3) 

with spatial coordinates and velocity variables as defined by Fig. 1. 
Gebhart, Pera, and Schorr [l]1 offered numerical solutions for a 

range of *Pr between 0.01 and 100 and provided a compendium of 
previous solutions. Fujii, Morioka, and Uehara [2] offered refined 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
February 4,1977. 

Journal of Heat Transfer 

numerical solutions for a range of Pr between 0.01 and 100 and, in 
addition, provided graphs for interpolation of the profiles for the 
vertical velocity component and temperature at arbitrary Pr. Both 
authors used a similarity variable of the form: 

i, = Cix-2*y 

a stream function of the form: 

(4) 

(5) 

9 

w LINE SOURCE 

>y,v 
Fig. 1 Coordinate system for plume Hows 
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and a nondimensional temperature of the form 

t -U 
C3X- 3 / 5 (6) 

The vertical velocity component "u" was obtained from the stream 
function: 

u = C4Q2/5x1/5/'(7)) (7) 

Using Fujii's values for Cit Ci, and C3, closed form solutions are 
reported for Pr of % and 2, and the nondimensional profiles of the 
velocity and temperature are powers of hyperbolic functions. At other 
values of Pr, the profiles retain similar shapes. Using Gebhart's values 
for C\, C2, and C3, no closed form solutions are reported. When the 
solutions given by each author are compared, they are essentially 
equivalent. 

2 Existing Experimental Data of Plume Flow From 
Line Sources 

The first known experimental data of natural convection p luses 
above line heat sources in liquids were reported by Schorr and Ge-
bhart [3]. The data presented were temperature distributions in the' 
plume measured interferometrically. Prior investigations had used 
air as the convective medium. These included experimentally deter
mined velocity and temperature distributions by Brodowicz and 
Kierkus [4] and temperature distributions by Forstrom and Sparrow 
[5]. Experimentally determined temperature distributions in air and 
water and velocity distributions in water were reported by Lyakhov 
[6]. Similar temperature distributions for air, water, and a spindle oil 
of Pr » 130-143 were reported by Fujii, Morioka, and Uehara. 

Brodowicz and Kierkus used interferometry to measure tempera
ture distributions and a streamline visualization technique to deter
mine plume velocities. Their results showed fair agreement between 
experimental and analytical data for the vertical component of ve
locity with the experimental data consistently greater than the ana
lytical prediction. The analytical prediction was based on Fujii's 
analysis. The horizontal velocity component showed poor correlation 
between the experimental data and the analytical prediction. The 
correlation of temperature profiles between the experimental data 
and the analytical predictions was poor. Brodowicz and Kierkus 
computed heat fluxes in the wake using experimental data and did 
achieve excellent correlation with the electrical energy input to the 
line source. 

Forstrom and Sparrow's work, completed just after the publication 
of that of Brodowicz and Kierkus, presented only temperature dis
tributions in the plume. Temperature measurements were made using 
a thermocouple mounted on a traversing mechanism. Their results 
showed that the experimental temperatures at the center line of the 
plume were 15 percent lower than that predicted by analysis. Nor
malized temperature profiles taken transversely through the plume 
showed excellent agreement with analytical predictions. They pos
tulated the requirement for a virtual source to accommodate the finite 
thickness of the line source, and for their experimental configuration, 
determined the location of the virtual source as 0.083 in. below the 
actual wire. Also noted was a slow swaying of the plume. 

Schorr and Gebhart conducted a series of plume experiments in 

a silicone liquid selected for its high electrical resistivity and its 
Prandtl number of 6.7. Only plume temperature distributions were 
measured, and these were determined interferometrically. Plume 
center-line temperatures were again 15-20 percent below those pre
dicted from analysis, reinforcing the data shown by Forstrum and 
Sparrow and Brodowicz and Kierkus. The swaying motion of the 
plume in air, noted by Forstrom and Sparrow, was also observed in 
the silicone fluid by Schorr and Gebhart. The experimental normal
ized temperature distributions were in good agreement with the dis
tributions predicted by analysis. 

Since Brodowicz and Kierkus reported that the heat fluxes in the 
plume were equal to the heat input to the line source, Schorr and 
Gebhart noted that the end conduction effects were small and pro
posed that the discrepancy between the experimental and analytical 
data could be attributed to the existence of a flow component along 
the axis of the line source. The third dimension in the plume velocity 
would alter the temperature and velocity distributions in the flow 
from those predicted from similarity considerations. 

Lyakhov reported good agreement between theory and measure
ment for the temperature and velocity distributions in both air and 
water. He attributed the agreement to the fact that his experimental 
apparatus provided closer conditions to those assumed for the anal
ysis. He identified a virtual source at 0.12 cm below the wire center 
line for air, and at 0.07 cm for water. Lyakhov also pointed out that 
the boundary layer approximations used did not take into account 
the convective phenomena which must occur upstream of the line 
source. 

Fujii, Morioka, and Uehara reported good agreement between 
theory and measurement of the temperature distributions for water 
and spindle oil at Gr < 108, fair agreement at Gr > 106, and consis
tently low measurements for temperature distributions in air. They 
attributed the difference between theory and data primarily to the 
swaying of the plume. 

A recent paper by Goodman, Abauf, and Laufer [7] reported mea
surements of the velocity field in a free convection plume using laser 
Doppler anemometric techniques. The convective medium used was 
air with Pr of »0.7. The lateral diffusion of momentum, when nor
malized by the plume center-line velocity, was found to be in excellent 
agreement with the predictions of Gebhart's theoretical analysis, while 
the absolute value of the vertical velocity component was shown to 
be within 10 percent of that predicted by Gebhart's analysis. Decay 
of the plume velocity was noted near the end of the line source and 
was attributed to three-dimensional effects. 

In this study, an experimental investigation of the velocity field of 
a free convection plume above a line source was conducted to deter
mine the effects of using a convective medium with Pr substantially 
different than one and to investigate the three-dimensional effects 
developed by a line source of finite length. 

3 Description of Experimental Apparatus 
The experimental apparatus consisted of a transparent test tank 

constructed of Plexiglas with internal dimensions of 22.86 cm length 
by 19.69 cm width by 12.70 cm depth. A wall thickness of 1.91 cm was 
selected to minimize optical distortion due to fluid pressure and to 
minimize heat transfer through the walls of the tank. The surface of 

-Nomenclature. 
C = arbitrary constant 
C\ = similarity grouping defined by Fujii, et 

al., and Gebhart, et al. 
C2 = stream function grouping defined by 

Fujii, et al., and Gebhart, et al. 
C3 = temperature profile grouping defined by 

Fujii, et al., and Gebhart, et al. 
Ci = plume vertical velocity component 

grouping 
Cp = specific heat of fluid 
f(-q) = dimensionless stream function 

f'(rj) = dimensionless vertical velocity com
ponent 

g = gravitational acceleration 

Gr, x = modified Grashof number defined by 
Gebhart, et al. 

/ = variable integral defined by Gebhart, et 
al. 

k = thermal conductivity of the fluid 

Pr = Prandtl number 

Q = heat flux per unit length 

t = fluid temperature 
At = fluid temperature excess (t - t„) 
u, v = defined velocity components 
x,y~ defined spatial coordinates 
/? = volumetric temperature coefficient of 

fluid 
r] = dimensionless coordinate 
/t = fluid viscosity 
p = fluid density 
4> = nondimensional temperature function 
\p - stream function 
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the liquid at the top of the tank was exposed to the atmosphere at all 
times. 

A line source of heat located 2.22 cm above the tank base was sim
ulated by an electrically heated Nichrome wire 11.73-cm long and 0.22 
mm in diameter mounted between two cylindrical brass columns. A 
copper-constantan thermocouple was installed 0.95 cm below the line 
source and in its plane to measure the mean temperature in the un
disturbed fluid. Distilled water was used as the test fluid, and the 
thermal power of the line source was determined from the electrical 
power supplied. 

Velocity measurements in the flow field were made with a laser 
Doppler anemometer. The techniques of laser Doppler anemometry 
are well documented in the literature. A "dual beam" or differential 
anemometer was used for the experiments reported herein. The an
emometer configuration precluded its movement to determine the 
flow field in the vicinity of the line heat source; accordingly, the entire 
test tank was mounted on a movable table capable of being traversed 
along three perpendicular axes. 

The laser used was a Spectra Physics Model 120 HeNe laser with 
a nominal output of five mW in the TEMoo mode. A beam splitter 
divided the laser beam into two beams of approximately equal in
tensity. The split beams were passed through focusing biconvex lenses 
of 50-cm focal length and were brought to an intersection at the focal 
point of each lens. For the nominal case of having the point of beam 
intersection in the center of the test tank, the beam diameters were 
computed to be 0.28 and 0.43 mm for a normalized intensity of lie. 

The diagnostic volume of a differential anemometer for homo-
dyning is the volume defined by the intersection of the two laser 
beams. The size of the diagnostic volume was approximated as a 
cylinder of diameter equal to the smaller beam spot diameter, and 
altitude determined by the large beam spot diameter and the angle 
of beam intersection. For the nominal spot diameters given in the 
previous section, the volume of the diagnostic volume was 2.6 X 10~6 

cm3. 

The molecules of a fluid may be used, in principle, to act as the 
scattering centers for the generation of the Doppler signals in laser 
Doppler anemometry. Since the scattering cross section is propor
tional to the sixth power of the radius of the scatterer for particles with 
radius small compared to the wavelength of the incident beam, the 
intensity of molecular scattering is extremely low. Alternatives are 
to increase the intensity of the incident beam or to use scattering 
particles with radii significantly larger than the molecular radius. For 
the experiments reported here, spherical polystyrene latex particles 
were used with diameter of 0.71 microns and a refractive index of 1.59 
at 6892 A. Particle concentrations used were between 20 and 50 
scattering particles in the diagnostic volume. 

The signal collection and processing system included a collector 
lens, a photomultiplier, amplifiers, a bandpass filter, and frequency 
analysis equipment. The photomultiplier output was amplified 
through two stages of amplification, passed through the bandpass 
filter to eliminate signals outside the frequency domain of interest, 
and thence analyzed with the spectrum analyzer. 

The anemometer configuration used was such that a nominal flow 
velocity of 1 mm/s was equivalent to a Doppler signal frequency of 
805 Hz. An anemometer calibration was conducted by traversing the 
test tank through the laser beam intersection at a known velocity. At 
a nominal velocity of 3 mm/s, the probable error was 1.38 percent. 
Representative samples of data points were checked for probable 
error; at a nominal flow velocity of 2 mm/s, the probable error varied 
between 0.81 and 2.31 percent, and at a nominal flow velocity of 1 
mm/s, the probable error varied between 1.10 percent for data taken 
at the plume center line to 6.17 percent for data taken at the outer 
boundaries of the plume. 

An error analysis of the anemometer was made, and the two primary 
sources of error identified were Doppler signal broadening due to 
velocity gradients within the diagnostic volume, and instrumental 
broadening in the spectrum analyzer due to the resolution bandwidth 
of the instrument. The swaying motion of the plume increased the 
dispersion of the individual measurements taken to develop a data 
point. This effect was minimized by requiring at least ten velocity 

measurements for each data point, and also by making the measure
ment of the transverse velocity distribution of the plume relatively 
close to the source. The resolution bandwidth and the frequency 
stability of the spectrum analyzer also increased the dispersion of the 
individual measurements taken to develop a data point. A velocity 
of »0.5 mm/s was established as the minimum velocity for data re
cording purposes to minimize the effects of the resolution bandwidth 
of the analyzer, while the frequency drift of the analyzer was contin
uously monitored with a frequency counter and incorporated in the 
data reduction process. 

4 Results and Discussion 
Measurements were made of the transverse distribution of the 

vertical velocity in the plume. Measurements were taken at two ele
vations above the line source at the bisector of the line source. The 
results are shown in Fig. 2. Poor correlation exists between the pre
dicted and measured values of the distribution of vertical velocity in 
the plume with the measured plume centerline velocities being ap
proximately 20-25 percent less than the predicted velocities. When 
the data are normalized by their respective center-line velocities, 
excellent agreement exists between the predicted and measured 
values. This is shown in Fig. 3. When the measured velocities are ex
pressed in terms of the nondimensional velocity of the analytical 
model, excellent agreement exists between the experimental mea
surements made at two elevations above the line source, but poor 
correlation exists between the analytical prediction and the experi
mental measurements. The results are given in Fig. 4. Of interest is 
the breadth of the plume for which boundary layer theory appears 
applicable. Although the nominal limit of applicability of boundary 
layer theory is blx « 1, excellent correlation existed between predicted 
and measured normalized velocities to blx » 0.5. 

A series of velocity measurements was taken to determine the 
variation of the plume center-line velocity along the span of the line 
source to investigate three dimensional effects upon the plume flow 
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Fig. 2 Transverse profiles of plume vertical velocities above a line 
source 
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Fig. 3 Transverse profiles of normalized plume vertical velocities above a 
line source 

field. Three-dimensional effects were found to be limited to the outer 
10 percent of the semispan of the line source. The results, normalized 
by the mean of the velocities observed over the inner 80 percent of the 
semispan are given in Fig. 5. Thus, the (/d effects for the experimental 
configuration used, (Id = 533, were considered negligible, since all 
velocity measurements were made at the bisector of the line source. 
This was substantiated by the results reported by Schorr and Gebhart 
and Brodowicz and Kierkus. 

Another series of velocity measurements was made in the vertical 
plane containing the line source at a fixed distance above the source. 
Energy input to the line source was varied over a range of Gr, x of 1.85 
X 103 to 1.62 X 104. The plume flow was laminar throughout the range 
of energy input since the highest Gr, x was three orders of magnitude 
less than the transition point to turbulent flow observed by Forstrom 
and Sparrow. The data are shown in Fig. 6. Using Gebhart's formu
lation, and writing the equation in a logarithmic form, equation (7) 
may be written as: 

logu = log(C4*1 / B / ' ) + %logQ (8) 

This guided the regression analysis, and the equation of the line of 
regression for the experimental data was: 

log u = 1.311 + 0.536 log Q (9) 

The correlation coefficient for the line of regression was 0.993. In its 
antilogarithmic form, the equation was: 

u = 20.445Q°-53emm/s (10) 

This equation was tested against the experimental data using a chi 
square test and found satisfactory at the 99 percent level of signifi
cance. 

The discrepancy in the power law relationship between the plume 
vertical velocity and the energy input to the line source may be at
tributed to experimental errors, the existence of three-dimensional 
flow, the deviation of the fluid properties from the constant property 
assumption, conduction end effects, the requirement for a virtual 
source to accommodate an experimental line source of finite dimen
sion, and the assumptions and idealizations made in the analyses. 

The assumptions and idealizations made in the analyses are the 
typical boundary layer assumptions, i.e., that the y components of 
the velocity field of the plume are sufficiently small that they may be 
neglected, and that the upstream effects of the line source may be 
neglected. Brodowicz and Kierkus provided experimental confir
mation that the y components of the plume flow field were an order 
of magnitude less than the x components of the flow field. Lyakhov 
did investigate the effects of the idealizations of the analyses, and 
found that, if the upstream flows were blocked, then excellent 
agreement existed between experiment and theory in the measure
ment of the temperature fields. 

The influence of experimental errors upon the determination of 
the power law relationship was minimal. Velocity measurements were 
primarily affected by errors arising from the determination of the 
geometry of the dual beams, and the interpretation of the frequency 
analyses. Both errors tended to have a constant value, and, on a log
arithmic plot, would not affect the determination of the slope. Energy 
measurements were made by determining the electrical parameters 
of the line source, and the maximum error was in the order of 0.55 
percent. 

Fand and Keswani [8] showed that stratification effects were 
minimal for the experimental geometry used, while the analyses of 
both Fujii and Gebhart indicated that the influence of variable fluid 
properties was negligible upon plume centerline velocities. Schorr and 
Gebhart's analysis showed that end conduction from the line source 
had negligible effect on the temperature field of a plume. 

Forstrom and Sparrow suggested that a virtual source was required 
to accommodate the divergence of the plume flow from ideal due to 
the finite diameter of the wire used to similate the line source, and 
were able to predict the location of the virtual line source by extrap
olation of their experimental data. Using Schlieren photography, 
Schorr and Gebhart confirmed that the plume origin was below the 
wire source, and suggested two experimental techniques for location 
of the virtual source, since the extrapolation of their experimental data 
gave ambiguous locations for the virtual source. 

Attempts were made to measure vertical velocity below the line 
source using laser Doppler anemometry, and though vertical motion 
was readily discernible, the very small velocities resulted in Doppler 
frequencies below the lower limits of available frequency analysis 
equipment. 

The concept of a virtual source was investigated to determine if it 
could be used to accommodate the effects of the idealization used in 
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6 Variation of plume center-line velocity above a line source 

the analysis of plume flow above a line source. Since the location of 
the virtual source must be a function of the energy input to the source, 
equation (7) may be modified to: 

r / 4 \ i / 2 g j 3 Q 1 

l _ W Cpli 
2/5 

[x' + rtQ)]1"5/' (11) 

where x' is defined as the distance from the center line of the wire, /(Q) 
is the increment to x' needed to locate the virtual source, and Ge-
bhart's formulation is used. Using dimensional arguments, one form 
of f(Q) may be given as: 

f(Q) C(—) 
1/3 

\Pk) 
(12) 

where C is an arbitrary multiplier. Substituting into equation (11) 
and expanding the bracket in a Taylor series, the variation of vertical 
velocity with energy input becomes, to the first approximation: 

+ c L W cpi\ 
y/3/iy/3ffQ/n 

Kpk) '4/6 J 
(13) 

\pix/ ^px 
]1/S\/JL 

IAcpg/ 
Comparing equations (7) and (13), it is apparent that the inclusion 

of an additional term to accommodate a virtual source destroys the 
power law relationship that exists in the original analysis, and the 
corresponding logarithmic form of the equation loses its linearity. The 
high correlation coefficient obtained in the regression analysis of the 
experimental data strongly suggests that the logarithmic data were 
linear, and that the power law relationship between velocity and en
ergy input to the line source was valid. 

Accordingly, it is postulated that the stream functions defined by 
Gebhart, et al., and Fujii, et al., require further refinement to ac
commodate the effects of the upstream flow before the functions can 
be used to predict the velocities in a plume flow field. The normalized 
similarity function does provide an excellent representation of the 
lateral diffusion of energy and momentum in the plume flow field. 
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Analpis of Effects of Free-Stream 
Tyrbylence on Heat Transfer and 
Skin Friction 
A model for the momentum eddy diffusivity induced by free-stream turbulence was con
structed on the basis of measured turbulent velocity fluctuations. The thermal eddy diffu
sivity was obtained via the turbulent Prandtl number. The general eddy diffusivity model 
was applied at the stagnation point of a cylinder situated in a uniform crossflow. The ex
pression for the eddy diffusivity contains a single unknown constant which was deter
mined from experimental stagnation point heat transfer results. Nusselt numbers and 
friction factors were evaluated from solutions of the governing conservation equations, 
and comparisons were made with available data and other predictions. The present ana
lytical results agree well with the data and exhibit a behavior whereby, in concert with the 
data, the Nusselt number (and friction factor) increases with the free-stream turbulence 
intensity but to a lesser extent as the turbulence intensity increases. The effect of free-
stream turbulence on the friction factor is shown to be substantially less than the effect 
on the Nusselt number. 

Introduction 

It is known that free-stream turbulence augments the rate of heat 
transfer significantly in flows with large streamwise pressure gradi
ents. Extensive experimental investigations have been conducted to 
examine the free-stream turbulence effects on heat transfer from a 
cylinder in a uniform crossflow as reported in [1-8].1 

This problem has also been treated analytically by several inves
tigators. Sutera, et al. [9] and Sutera [10] simulated the free-stream 
turbulence by a distributed vorticity in the free stream and showed 
that the stretching of the vorticity component parallel to the surface 
caused a substantial increase in the heat-transfer rate, while the in
crease in the wall friction was relatively small. This theory provides 
a qualitative explanation of the phenomenon but, because the free-
stream vorticity was not related to the turbulence intensity, it does 
not enable an independent prediction of the heat transfer augmen
tation. Further elucidation of the mechanism by which the presence 
of the vortices affects the heat transfer has been provided by Kestin 
and Wood [11-13], but quantitative prediction of the augmentation 
remains to be accomplished. 

Smith and Kuethe [4] employed a more direct approach and pos-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
February 7,1976. 

tulated an expression for the eddy diffusivity induced by the free-
stream turbulence. Their model of the eddy diffusivity involves an 
unknown constant, which was determined from their experimental 
data. Galloway [14] attempted to provide a rationale for Smith and 
Kuethe's eddy diffusivity model. He also proposed a model of his own 
on the assumption that the heat transfer in the presence of free-stream 
turbulence is enhanced by Goertler vortices. Galloway employed his 
own data for evaluating unknown constants that appear in these 
models. He compared the thus obtained analytical predictions with 
his own data for the stagnation point Nusselt number, but the 
agreement is not satisfactory. Moreover, his curve for the Nusselt 
number obtained by using exactly the same eddy diffusivity model 
as that of Smith and Kuethe is significantly different from theirs. 

The recently published paper by Traci and Wilcox [15] begins 
propitiously by including a two-equation model of turbulence along 
with the other conservation equations. In order to complete the 
analysis, use was made of empirical information from the experiments 
of Smith and Kuethe [4]. Furthermore, owing to the complexity of the 
analysis, certain simplifying assumptions and operations were in
troduced in order to facilitate the obtaining of solutions. By employing 
a similarity-type solution, they evaluated the Nusselt number and 
friction factor at the stagnation point of a cylinder in a uniform 
crossflow. 

The objective of the present investigation is to formulate a model 
for the eddy diffusivity induced by free-stream turbulence using as 
a basis the empirical formula of Belov, et al. [16] for the local turbulent 
velocity fluctuations in the boundary layer. The general eddy diffu
sivity model will be applied at the stagnation point of a cylinder in 
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a uniform crossflow, and the Nusselt number and friction factor will 
be evaluated as functions of free-stream turbulence intensity by 
solving the relevant conservation equations. Comparison will be made 
with available analytical and experimental results. 

M o d e l of E d d y Di f fus iv i ty 
Available experiments show that free-stream turbulence has large 

effects on boundary-layer flow, on both the time-averaged and fluc
tuating velocities. It is, .however, a difficult task to formulate the ef
fects of free-stream turbulence in a manner that can serve as an input 
to an analysis of the boundary layer. Since a fully predictive theory 
of turbulence is not yet available, it is necessary to depend on exper
imental findings to some extent. The present eddy diffusivity for
mulation makes use of experiments of Belov, et al. [13]. 

They obtained an empirical formula for the root-mean-square 
streamwise velocity fluctuations for the boundary layer over a flat 
plate, which is given by 

(W) 
du 

' — + (u. 
dy 

') 
y 

(l) 

Here, ( > represents root-mean-square, and (* is a modified mixing 
length which is defined by 

Rex 

Rex 

£* = £ ^(-"i:)) (2) 

We generalize the modified mixing length such that it is also ap
plicable to a flow with a stagnation region. For this purpose, we alter 
the term Rex/Rex» = x/x* to (x + XQ)/(X* + XQ) = (Rex + Reo)/(Rex« 
+ Reo), where XQ is similar to an effective origin. Then, 

jl-exp /- •2.5-
Rex + Re( 

(3) 
Rex« + Re0 

t in equation (3) is the conventional mixing length without the effects 
of free-stream turbulence. Belov et al. used 

0 . 4 y | l -

10.093 

exp 
for 0 < y/S < 0.225 

for 0.225 < y/S < 1 
(4a) 

where 8 is defined by the distance from the wall where the streamwise 
velocity reaches 99 percent of the free-stream velocity. In Van Driest's 
damping factor, 26 is usually used for the empirical constant in the 
argument of the exponential function. However, Belov, et al. used 27 
to derive the empirical representation (1). 

The use of the damping factor is an accepted improvement of the 
mixing length representation for flow over a flat plate. The form of 
the damping factor which appears in (4a) is based on the assumption 
that the propagation velocity of the fluctuations is proportional to 
the friction velocity. However, at the stagnation point, the shear stress 
and the friction velocity vanish, and this assumption does not hold. 
Therefore, for an analysis at the stagnation point, the damping factor 

has to be omitted, since otherwise it gives the erroneous result that 
£ = 0. 

In support of such an omission of the damping factor, attention may 
be called to the fact that Belov, et al. employed an alternative to (4a) 
to represent the mixing length, namely, 

tlh = 0.4 (y/S) - 0.59 (y/S)2 + 0.26 (y/<5)3 (46) 

They evaluated (u'\ = £(du/dy) using (4a) and (4b) along with ex
perimentally determined values of (du/dy), and found almost identical 
results. Further, the present authors evaluated the stagnation point 
Nusselt number, employing both equation (4a) without the damping 
factor and equation (4b). The extreme difference in the Nusselt 
numbers was found to be a few percent, so that the elimination of the 
damping factor from the mixing length does not have a significant 
impact on the results at the stagnation point. 

Now, we assume that the representation (1) also holds in terms of 
time-dependent variables, i.e., 

du 
x*' — + u „ 

dy 
s 

Likewise, for the y-component of the fluctuating velocity 

du 
*' — + u„ 

V dy 
,1 

S 

(5) 

(6) 

The quantities £x*' and £y*' are, respectively, the time-dependent 
x andy components of the modified mixing length. Their relationship 
to the time-averaged modified mixing length £* in equation (3) will 
be defined shortly. 

We take the product of u' and v', and its time average becomes 

X *• V 

IduI du 
\—\ — + • 
Idy l dy 

— T ydu 
uj -•— 

S 3y 

+ 17^1 -Tydu_ 

'Sdy' =^0" (7) 

Since it is a conventional assumption that 1t, 
~ \oJ\, equation (7) is reduced to 

ry du r = _ / , 2 | * £ | * i _ A , . | u _ r _ ^ + 
I dy I dy 5 dy ^ © ' (8) 

The negative signs on the right-hand side of equation (8) are due 
to the fact that u'v' is always negative when the time-averaged velocity 
u is an increasing function of y. (* is defined by t* = (£x*'£y*')1/2 on 
the assumption that \u'\ ~ (it')- The quantity A is an empirical 
constant which is equal to two when the turbulence is homogeneous 
and isotropic. . 

We restrict ourselves to the case that the free-stream turbulence 
is homogeneous and isotropic. This is realized in the turbulence 
produced by grids, screens, jets, etc., at locations sufficiently down
stream from the turbulence promoters. Then, the last term in equation 
(8) vanishes, and using the relation —u'v' = tmdu/dy, we get 

-Nomenclature* , 

A = empirical constant in equation (9) 
B = empirical constant 
C = stagnation point velocity gradient 
Cf = friction factor, TW/(V2PW«>2) 
d = cylinder diameter 
e = constant of proportionality in tm models 

of [4,14] 
£ = mixing length 
£r - representative length, £r = d for cylin

der 
£* = modified mixing length, equation (3) 
L = dimensionless mixing length £l£r 

Nu = Nusselt number, (h£r)/k 
Pr t = turbulent Prandtl number, tm/th 
q = heat flux 

Re = Reynolds number, (u«,tr)/v 
Re0 = Reynolds number, (u«,x0)/v 
Re* = local Reynolds number, (u„x)/v 
Rex* = transition Reynolds number, 

(u„x*)/v 
Re' = turbulence Reynolds number, 

((uJ)tr)/v 
T = dimensionless temperature, 

(t - tw)/(t^ - tm) 
t = temperature 
Us = dimensionless velocity, us/u„ 
u,v = velocity components 
us = free-stream velocity 
X, Y = dimensionless coordinates, x/£r, 

y/tr 

x, y = coordinates 
x0 = effective origin 
x* = transition point 
a = thermal diffusivity 
5 = boundary-layer thickness 
tm, th = momentum and thermal eddy dif-

fusivities, respectively 
?)m = value of ri at y = 8 
T = shear stress 
TW = wall shear stress 

Subscript 
00 = ambient 
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tm = e*2\— I +A£* (uj)~ 
\dy\ b 

(9) 

In order to obtain the thermal eddy diffusivity, we introduce the 
turbulent Prandtl number defined by Prf = tmUh- Then, the shearing 
stress and heat flux are given by 

T = p{v + em)du/dy 1 

q = -pcp(a + €m/Pit)dt/dyl 
(10) 

Analysis 
The boundary layer equations of continuity, momentum, and en

ergy are given by 
du dv 
_ + — = 0 
dx dy 

du du duB <9(T//>) 
U \r V = Us h 

dx dy dx dy 
(ID 

at at 
U h V — = — 

dx dy 

d(q/pcp) 

dy 

(12) 

which are subject to the boundary conditions 

u = v = 0 and t = tw at y = 0 

u -> us and t ->• t„ as y - • °° 

We introduce the Goertler transformation for nondimensionalization 
of equations (11) 

£ = _L_ Cx
Us(x)dx= CX Us(X)dX 

trU„, -JO JO 

us(x)y VRe"t/s(X)Y 

hv CXus(x)dxV2 {2 CXUs{X)dX 
1/2 

(13) 

The further introduction of the dimensionless stream function 

m, v) = • 
Hx, y) 

lv I u, 
Jo 

(x)dx 
1/2 

VRe 
* ( X , Y) 

V 2 | 
(14) 

and substitution of r from equations (10) into the second of equations 
(11) yields the following nondimensional equation of momentum: 

dn\\ v) 

dm . „d2F 

dr) I \ v I 3i)2J 
+F^+m{x-02 

= 2f( : dF d2F dFd2F< 

a?) a^6ij <3£ a?j2/ 

where 

W)< 
'IJ> (X)dX dl / s /dX 

2{(dl/./d{) 

Re* + R e 0 \ ] 2 ( l ~ e x p ( - 2 . 5 ^ t ^ ) P R e 3 / 2 ^ l L 

[ V Rex,+ Re0/J v^i 
Re* + ReoN 

Us 

\<PF\ 

\dv
2\ 

(15) 

(16) 

+ A | l - e x p ( - 2 . 5 ^ ± i ^ ) J R e ' L - ^ (17) 
I \ Re x . + Re0 / J ijm 

Here, rjm is defined by the rj value where the streamwise velocity 
in the boundary layer reaches 99 percent of the free-stream velocity 
us, and the dimensionless mixing length, L, is expressed by 

<°-^vDF 
for 0 < i/A/m ^ 0.225 VReU. 

VTt for 0.225 < v/vr, 

v Re t/s 

(18) 

where DF is the transformation of the damping factor of equation 
(4a). Equation (15) is subject to the boundary conditions 

(19) 
F = dFldi) = 0 at n = 0 

dF/dri -> 1 as 1/ - • °° . 

Using q from equations (10), the equation of energy (11) is trans 

formed to 

d f/_L + J_«m\ dT 
IVPr Prt <J 

+ F— = 
dv 

/dFdT 
2 H 

at at aJ 
(20) 

3t; I VPr Prt v I d-q 

which is subject to the boundary conditions 

T = 0 at ij = 0 

T - * 1 a s 77 ->• 00 

Once equations (15) and (20) are solved for F and T, respectively, 
the friction factor and Nusselt number are found from 

(21) 

C/ = 
2 U.* /<M\ 

N u ; 

l /2pu„2 V R i V 2 | \ a 7 ) 2 / , = o j 

•v/Re-
W r . . / S - ^ . / ^ 

(22) 

ft " - \ / 2 | \dri/ri=o 

Now, we restrict ourselves to the stagnation point of a cylinder in 
a uniform crossflow. In this case, the reference length £r is the di
ameter of cylinder d. The eddy diffusivity tm simplifies as follows. 
The first term of equation (9) vanishes because du/dy = 0 at the 
stagnation point. Then, in the second term, the A£* product is re
placed by Bt, where B = (e*U)A. Prom (3), with Rex = 0 at the 
stagnation point, it follows that the quantity (e*/t) depends on Re0/ 
Rex* alone. Although Rex* is rather insensitive to both Re and Re', 
the quantity Reo is unknown and, in general, depends on Re and Re'. 
Therefore, it follows that B is a function of Re and Re'. 

In the stagnation region, the free-stream velocity is proportional 
to x so that 

UB = CX = V 2 Q (23) 

The equations of momentum and energy are simplified to the form 
(with' = dl&i,) 

(24) 
((1 + imh)F"\' + FF" + {1 -

F = F' = 0 

F — 1 

l(s* 
T = 0 

T-*l 

at ri = Q 

a s i) - > • 00 

• (F')2) = 

Pr t v 1 J ( 

at T J - O 

a s n - > 00 

= 0 

(25) 

For tm/c, we simplify equation (17) in accordance with the preceding 
paragraph and delete DF from equation (18) as discussed earlier, so 
that 

«» B R e ' • • (26) 

vM : 

V 

(0.4/„m)„2 
0.09r; 

0.097,m 

V C V R i ^ 

for 0 < i} < 

for 0.225i)m 

for T\m 

0.2257/m 

< 7 J < ^ 

<V 

(27) 

Schmidt and Wenner's experiment [17] gives C = 3.631 for Re = 
1.7 X 105. Strictly speaking, C varies slightly with Re and Re' [18]. 
However, the dependency of C on Re and Re' can be included in the 
parameter B, which is a function of these dimensionless parameters, 
so that the use of a specific constant value for C does not affect the 
model of eddy diffusivity in equation (26). The Prandtl number Pr 
is 0.72 for air at 20°C, and it is assumed that the conventionally used 
value of the turbulent Prandtl number for fully developed turbulent 
boundary layer flow over a flat plate is also applicable to the present 
flow, i.e., Pr t = 0.9. 

Equations (24) and (25) are solved here by Keller's box method [19], 
which has advantages of simplicity and accuracy. The details of the 
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application of the box method to the present problem are described 
in [20]. The step sizes of the difference equations were carefully se
lected to ensure the accuracy of the results. 

Results and Discussion 
Since the present theory applied to the stagnation point of a cyl

inder in a uniform crossflow involves an unknown constant B, it has 
to be specified before the solutions of equations (24) and (25) can be 
undertaken. The value of B will be determined here with reference 
to experimental heat-transfer data. As a prelude to the determination 
of B, the available heat-transfer data will be examined. 

To this end, the Nusselt number is plotted in Fig. 1 against the 
turbulence Reynolds number Re'. Since Nu is proportional to Re1'2 

for turbulence-free laminar flow, the quantity Nu/Re1''2 is employed 
as the ordinate variable to diminish the dependence of the data on 
Re. The dashed line is the empirical correlation formula of Dyban and 
Epick [6]: 

(28) Nu/VRe" = 0.945 + 0.00945 A/Re7 

Inspection of the figure reveals that there is a wide variation of Nu/ 
Re1/2 among the investigators. It is due, in some part, to possible in
accuracies in the measurements or to differences of Re. 

First, we will examine the reliability of the experiments and retain 
those which appear to be most reliable. There are many causes of 
uncertainty in the data, including tunnel blockage, variation of 
physical properties, effect of turbulence scale, inaccurate measure
ment of turbulence intensity, etc. Among these, the largest source of 
error is believed to be inaccurate measurement of turbulence intensity. 
Schnautz [2] employed Schubauer's indirect method, which is in
herently inaccurate, especially for the measurement of low intensities 
(the error is up to 100 percent). Galloway [5] did not measure the in
tensity. Rather, he constructed turbulence promoters similar to those 
of Davis and Van der Hegge Zijnen, as cited in [5], This results in 
uncertainty in the estimation of the intensity. Moreover, Galloway's 
clear tunnel without a turbulence promoter had a very high turbulence 
intensity of 3 percent, while the intensity of Van der Hegge Zijnen's 
clear tunnel was 0.2-0.3 percent. Among the data of Kestin and co
workers, the recent data of [7] appear to be more accurate than those 
of [3]. In light of the foregoing discussion, no further consideration 
will be given to the data of [2, 3, 5]. 

Next, the dependence of Nu/Re1/2 on Re should be clarified. Fig. 
2 shows the data of Fig. 1 (with the aforementioned omissions) re-
plotted in a manner which exhibits the values of Re. Dyban and Epick 
did not specify Re for each data point but their range of Re is 103 to 
8 X 104. 

From an examination of this figure, it is difficult to identify a 
consistent trend of the data with Re. However, since the variation of 
Nu/Re1/2 with Re is considerable, Re' cannot be regarded as a suffi
cient correlation parameter. In particular, the empirical formula of 

Dyban and Epick (28) fails to correlate the data because it does not 
account for a Re dependence. It is interesting to observe that the data 
of Zapp, Smith and Kuethe, and Lowery and Vachon show a trend 
whereby Nu/Re1/2 decreases with Re for fixed Re'. This fact suggests 
the use of Re'Re -" as a correlation parameter. Smith and Kuethe's 
simple theory indicates n = yz, which will also be used here. 

In accordance with the foregoing, Nu/Re1/2 versus Re'/Re1/2 is 
plotted in Fig. 3, where the spread of the data is seen to be substan
tially less (about half) than that of Fig. 2. Since the correlation in 
terms of Re'/Re1/2 is reasonably good, it will be assumed that B is a 
function of Re'/Re1'2 alone. On this basis, B was determined as follows: 
For each data point, solutions of equations (24) and (25) were per
formed for the corresponding value of Re'/Re1/2 and for a range of B 
values. These solutions enabled B to be chosen so that the computed 
value of Nu/Re1/2 agreed with experiment. 

The results of these computations are shown in Fig. 4. The spread 
among the B values at small Re'/Re1/2 is a result of the fact that in that 
range the mathematical structure of the model causes B to be overly 
sensitive to scatter in the Nu/Re1/2 data, but with the reciprocal effect 
that Nu/Re1/2 is insensitive to scatter in B. If the range of small Re'-
/Re1/2 is not considered, it is seen that B is almost independent of 
Re'/Re1'2 and may, therefore, be regarded as a universal constant. The 
average value of B is 2.2, which is indicated by a solid line. 

The predictive curve of the present analysis obtained by using the 
aforementioned value of B is shown in Fig. 3 by a solid line IV. In 
addition, curves depicting the predictions of Galloway, I(o, 6), of Traci 
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and Wilcox, II(a, b, c), and of Smith and Kuethe, III, are presented 
for comparison, also as solid lines. The two Galloway curves corre
spond to different analytical models, whereas the three Traci-Wilcox 
curves are for Reynolds numbers of 104, 106, and 106, respectively, 
from lower to upper. The dashed lines represent the empirical for
mulas of Kestin and Wood, V, and of Lowery and Vachon, VI, both 
of which are second-degree polynomials in Re'/Re1/2 which attain 
maximum values of Nu/Re1/2 for Re'/Re1/2 ~ 43 and decrease there
after. 

By inspecting the figure, it is seen that the predictions of the present 
analysis are generally in good agreement with the data over the entire 
range of Re'/Re1'2. This agreement is especially noteworthy in that 
only a single empirical constant was used in the analytical model. The 
two curves which represent Galloway's analytical models are, evi
dently, too high. The Smith and Kuethe curve is practically a straight 
line. Whereas it passes through the data at smaller Re'/Re1/2, it does 
not tend to level off at higher Re7Re1/2 and, therefore, does not follow 
the trend of the data. Among the three Reynolds number curves of 
Traci and Wilcox, II(fc) appears to be the better, but it falls on the high 
side of the data at larger values of Re'/Re1''2. The empirical correlation 
equation of Kestin and Wood seems, on the whole, to be a somewhat 
better representation of the available body of data than that of Lowery 
and Vachon. It is interesting to note that the prediction curve of the 
present analysis is virtually coincident with the Kestin-Wood corre
lation up to Re'/Re1'2 = 30. Modest deviations occur at larger values 
of Re'/Re1'2 where the correlation is less firmly established (only two 
data points beyond Re'/Re1/2 = 30, respectively at 32 and 38, were 
available for the correlation). 

In the limit as Re'/Re1/2 approaches zero, the present analysis, in 
common with the correlation of [7], yields a value of Nu/Re1/2 of ap
proximately 0.95. The other analytical models and the correlation of 
[8] yield values of 1.01 because they employ the potential flow field 
as a basis for the stagnation point velocity distribution. 

The generally satisfactory performance of the present model and, 
in particular, the leveling off of Nu/Re1/2 at the larger Re'/Re1/2, can 
be attributed to the presence of the boundary-layer thickness in the 
eddy diffusivity representation. When the free-stream turbulence is 
increased, the boundary-layer thickness is also increased. The latter 
effect tends to neutralize the direct augmentation of the eddy diffu
sivity by the free-stream turbulence, thereby giving rise to the 
aforementioned levelmg-off tendency. 

The eddy diffusivity models of Smith and Kuethe and of Galloway 
did not take account of the boundary-layer thickness. It is also note
worthy that the Galloway curve, 1(b), and the Smith and Kuethe 
curve, III, which correspond to identical models, deviate substantially 
from each other. As indicated in Fig. 3, the model of Traci and Wilcox 
predicts a significant separate dependence on Re. Careful examination 
of the data plotted in the figure does not substantiate such a strong 
dependence. 

The friction factor Cf for the stagnation region is presented in Fig. 
5. Since C/ varies linearly with X and inversely with Re1/2 in the 

stagnation region (equations (22) and (23)), the ordinate variable 
(C/Re1/2)/X is a natural grouping. In addition to the curve repre
senting the predictions of the present analysis, curves are also given 
for the predictions of Smith and Kuethe, Galloway, and Traci and 
Wilcox (for Re = 10B). 

There are not many measurements of the influence of free-stream 
turbulence on Cf. The experimental value of (C/-Re1/2)/X for a 
nonturbulent free stream (i.e., for Re'/Re1/2 = 0) is 17.6 [21] and is 
shown by an open circle in Fig. 5. Smith and Kuethe are the only in
vestigators who measured the wall shear stress in the presence of 
free-stream turbulence. Their measurements were in the range of 
angular positions from 6 = 10-60 deg. Since, according to [21], the wall 
shear stress varies linearly with 8 up to about 20 deg, the Smith-
Kuethe data at 0 = 10 and 20 deg are shown in the figure. They mea
sured the ratio of the wall shear stresses with and without free-stream 
turbulence. In order to deduce (C/Re1/2)/X from the ratio of the 
stresses, it is necessary to evaluate the shear stress (or friction factor) 
for Re'/Re1/2 = 0. For the latter, the theoretical value of shear stress 
(or Cf) was used by the present authors along with the accepted ex
perimental value of C = 3.631. The predictive curves of Smith and 
Kuethe and of Galloway are based on the potential flow value C = 
4. 

Although the accuracy of the available C/ measurements in the 
presence of free-stream turbulence is somewhat uncertain, they ap
pear to be supportive of the present analysis when taken at face value. 
In common with the predictions for the stagnation point heat transfer, 
the present Cf curve tends to level off at high values of Re'/Re1/2. 
When the results of Fig. 5 are compared with those of Fig. 3, it is seen 
that the predicted effect of free-stream turbulence on stagnation point 
heat transfer is much greater than the effect on the shear stress. 

All of the other predictions shown in Fig. 5 increase more or less 
linearly in the range of larger Re'/Re1/2. The Cf curve of Traci and 
Wilcox is especially noteworthy. It lies much lower than the experi
mental data and the other predictions. With respect to the Smith-
Kuethe and Galloway curves which represent identical models, there 
is close agreement in contrast to the substantial deviations for the heat 
transfer predictions. 

Concluding Remarks 
In order to predict the effects of free-stream turbulence on flow and 

heat transfer, a model for the eddy diffusivity induced by the free-
stream turbulence was derived on the basis of the representation of 
the turbulent velocity fluctuations of Belov, et al. The model was 
applied to the stagnation point of a cylinder situated in a uniform 
crossflow with free-stream turbulence. To facilitate the evaluation 
of an unknown constant appearing in the analysis, available Nusselt 
number data were correlated in the form Nu/Re1/2 versus Re'/Re1/2. 
With this single constant thus determined, the solutions of the con-
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servation equations yielded predictions for the Nusselt number and 
friction factor in the presence of free-stream turbulence. These pre
dictions were compared with the available heat transfer data, em
pirical formulas, and three other analytical predictions. Overall, the 
data are very satisfactorily represented by the present analysis. There 
are no fully reliable experimental data for the friction factor, but the 
available data are supportive of the present results. As a general 
finding of the analysis, it was shown that the augmentation of the 
friction factor due to free-stream turbulence is much less than that 
of the Nusselt number. 
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Film Cooling With Large Density 
Differences Between the 
Mainstream and the Secondary 
Fluid Measured by the Heat-Mass 
Transfer Analogy1 

The effect of large density differences on film cooling effectiveness was investigated 
through the heat-mass transfer analogy. Experiments were performed in a wind tunnel 
where one of the plane walls was provided with a porous strip or a row of holes with three-
diameter lateral spacing and inclined 35 deg into the main stream. Helium, CO% or refrig
erant F-12, was mixed with air either in small concentrations to approach a constant 
property situation or in larger concentration to produce a large density difference and 
injected through the porous strip or the row of holes into the mainstream. The resulting 
local gas concentrations were measured along the wall. The density ratio of secondary to 
mainstream fluid was varied between 0.75 and 4.17 for both injection systems. Local film 
effectiveness values were obtained at a number of positions downstream of injection and 
at different lateral positions. From these lateral average values could also be calculated. 
The following results were obtained. The heat mass-transfer analogy was verified for in
jection through the porous strip or through holes at conditions approaching a constant 
property situation. Neither the Schmidt number, nor the density ratio affects the film ef
fectiveness for injection through a porous strip. The density ratio has a strong effect on 
the film effectiveness for injection through holes. The film effectiveness for injection 
through holes has a maximum value for a velocity ratio (injection to free stream) between 
0.4 and 0.6. The center-line effectiveness increases somewhat with a decreasing ratio of 
boundary layer thickness to injection tube diameter., 

Introduction 

Film cooling has found wide application as a means to protect 
a solid surface from the influence of a high temperature stream by 
injection of a cooling fluid at a discrete location. Film cooling is most 
effective if the coolant is ejected through a continuous slot. Structural 

1 This research was made possible by financial support by the Office of Naval 
Research, Power Branch, under Contract N00014-76-C-0246 0635-5159, Heat 
Transfer in Gas Turbines. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
December 23,1976. 

considerations, however, often make it necessary to use one or several 
rows of holes. This is, for instance, the usual arrangement when film 
cooling is applied to gas turbine blades. In this application there is 
a large temperature difference between the hot gas in the mainstream 
surrounding the blades and the cooling air injected through the holes 
in the blade. The present paper investigates the effect of large tem
perature differences on the cooling effectiveness for the situation when 
air provides the mainstream and the secondary gas stream. Also, the 
mainstream velocity is uniform and the boundary layer is turbulent 
over the film-cooled flat surface. 

The heat transfer between the mainstream and the film cooled wall 
has to be known for an analysis of the cooling process. It is with ad
vantage described by the following equation 

' n\law 1 w) (1) 
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in which q denotes the heat flux from the mainstream to the film 
cooled surface per unit time and area, h denotes the heat transfer 
coefficient, Tw the wall temperature, and Taw the adiabatic wall 
temperature; this means, the temperature which the wall assumes 
under the influence of film cooling when the heat flux from the surface 
of the wall into its interior is zero. The effect of injection on the heat 
transfer coefficient is discussed in a review of film cooling by Goldstein 
[l].2 There experiments are described with injection through a slot 
or through a row of holes in which the effect of injection on the heat 
transfer coefficient defined by equation (1) was found to be small with 
the exception of a short distance downstream from the row of holes. 
This has also been confirmed by more recent experiments of Eriksen 
[2] and of Metzger and Fletcher [3]. Thus, generally available infor
mation on heat transfer coefficients for flow over a solid surface 
without film cooling can be used as input into equation (1) and film 
cooling research can concentrate on a determination of the adiabatic 
wall temperature Taw. 

This temperature is conveniently expressed in a dimensionless form 
called film cooling effectiveness. 

V = 
1 aw 1 m 

T2-T„ 
(2) 

in which T„ denotes the temperature in the mainstream outside the 
boundary layer and T2 indicates the temperature with which the 
secondary fluid leaves the slots or holes. For high speed flow, the 
temperature T„ has to be replaced by the recovery temperature Tr. 
From dimensionless analysis one can show that for a constant prop
erty situation, (i.e., for a small difference between 7\» and Ti) the film 
cooling effectiveness is a function of the geometry involved, the 
Reynolds number in the mainstream, the parameters describing the 
turbulence, and the mass flux ratio 

M = • P 2 " 2 

(3) 

For variable property flows involving ideal gases with transport 
properties which can be expressed by a power law, the heat transfer 
and the film effectiveness are, in addition, a function of the ratio of 
the absolute temperatures T„ITi or of the density ratio p™lp2-

The main parameters varied in the present experimental investi
gation are M and p„/p2. In the presentation of the results the mo
mentum flux ratio, 

P„u2„ 

or the velocity ratio 

(4) 

(5) 

are also used. 
Any two of the parameters 3-5 can be varied independently. 

2 Numbers in brackets designate References at end of paper. 

Mass Transfer Analogy 
Local effectiveness values are required for many applications. The 

limitation on the temperature level at which turbine blades can op
erate, for instance, is determined by the magnitude of local thermal 
stresses which depend on the local temperature field in the skin of the 
blade. The prediction of local stresses is thus based on local film 
cooling effectiveness and heat transfer coefficient values. 

In order to obtain local effectiveness values, large scale experiments 
have to be performed with a locally adiabatic wall. Both conditions 
are difficult to fulfill. A large scale experiment requires a test setup 
in which the main flow is heated to a high temperature or the injected 
fluid is sufficiently cooled to produce the desired temperature or 
density ratio. To make the heat flow into the wall zero at any location 
requires the absence of even local heat conduction, and this again is 
difficult to achieve. These difficulties can be avoided by employing 
the heat-mass transfer analogy in which a large density difference 
between the main flow and the secondary flow can easily be created 
and where an impermeable wall gives the desired boundary condition 
of the adiabatic wall. A foreign gas with proper density is ejected into 
the main flow of the same temperature. The mass fraction of the 
foreign gas at the wall surface is related to the adiabatic wall tem
perature for the analogous heat transfer situation. Thus, the analog 
to the film cooling effectiveness is the following ratio of mass frac
tions 

Cw Cm 

V= (6) 
c2 - c„ 

in which the indices have the same meaning as in equation (2). If the 
secondary fluid is a single constituent, not contained in the main 
stream, c„ = 0 and c2 = 1. Thus, 

») = cw (7) 

equations (6) and (7) hold when the Schmidt number, Sc, for the mass 
transfer experiment is equal to the Prandtl number, Pr, for the 
analogous heat transfer situation; otherwise, a correction has to be 
employed to establish the dependance of T; on the Prandtl or Schmidt 
parameter, respectively. For convective heat transfer it has been well 
established that the Nusselt number describing the heat transfer 
coefficient is to a good approximation proportional to the third root 
of the Prandtl number and this correction can be applied in the mass 
transfer analogy. Less information on this dependence is available 
for the effectiveness parameter r\. Therefore, its dependance on 
Schmidt number has been investigated in this study. 

An exact analogy does not exist for the variable property situation. 
However, it has been shown by Eckert [4] that it holds with good ap
proximation when the density ratio p2/p» has the same value for the 
mass transfer experiment and the analogous heat transfer situation. 
This analogy has, therefore, been used in the experiments described 
in the following sections. They include film cooling with injection of 
the secondary gas through a porous strip and through a row of holes 
with small and large density differences. Air with a foreign tracer gas 
was used to approximate a constant property situation. 

.Nomenclature-

c = mass fraction 
D = hole diameter 
h = heat transfer coefficient 
/ = momentum flux ratio; equation (4) 
M = mass flux ratio; equation (3) 
q = heat flux to film cooled surface per unit 

area 
Re = Reynolds number 
S = center line distance between holes 
s = slot width 

T = temperature 
u = velocity 
X = dimensionless distance x/D 
x = downstream distance from injection 

hole 
Z = dimensionless distance z/D 
z = distance from hole center normal to 

flow 
?) = film cooling effectiveness 
H = viscosity 

£ = distance parameter; equation (8) 
P = density 

Subscripts 

aw = adiabatic wall 
c = centerline 
w = wall 
L = lateral 
°° = mainstream 
2 = secondary fluid 
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Fig. 1 Test section 

E x p e r i m e n t s 
Wind Tunnel. The University of Minnesota Heat Transfer 

Laboratory low-turbulence subsonic wind tunnel [5] was used in this 
study. The tunnel can operate in closed or open flow. For the present 
experiments the open flow mode was used. The tunnel has a turbu
lence intensity between 0.3 and 0.4 percent achieved by a series of 
screens and a 9 to 1 contraction section. 

The test section, shown in Fig. 1(a) is 0.305 X 0.61 m in cross section 
and 2.5-m long. The side walls and top are constructed of plexiglass 
and the tunnel floor, which constitutes the test surface, is a 12.7-mm 
thick anodized aluminum plate. It consists of three sections, a, b, and 
c. A 9.5-mm wide strip of Carborundum grit is glued near the up
stream end of section a as a boundary layer trip. The grit size has been 
selected according to recommendations of von Doenhoff and Horton 
[6]. The third segment in flow direction, section c, contains taps 
through which samples may be drawn off to determine the wall con
centration of the injected fluid. The taps are spaced exponentially in 
the flow direction in three parallel rows spaced 12.7-mm apart to 
obtain concentrations at three lateral positions. The taps are 0.89 mm 
in diameter and approximately 5 dia long before enlargement. Seg
ment b contains the injection system. 

Injection Geometries. The two injection geometries are shown 
in Figs. 1(6) and 1(c). The porous slot in Fig. 1(b) is 24.34-mm wide 
in the flow direction and spans the full width of the tunnel. The porous 
slot is made of PP129 Poroplate manufactured by Bendix Corporation 
and consists of four layers of 50 X 250 wires per in. stainless-steel 
screens sintered together. The pore size is approximately 20 microns 
and the ratio of open to total area is approximately 60 percent. The 
porous material is recessed into the surface of the test plate and the 
rim outside the desired width is filled with lacquer putty to provide 
a well-defined flow area. A plenum is arranged underneath the porous 
plate as shown in Fig. 1(a). It has a cross-sectional area approximately 
six times that of the porous slot. Nevertheless, it was found necessary 
to improve the uniformity of the flow through the screen by attaching 
various layers of 270-mesh nylon cloth to the underside of the screen 
at locations of high flow rates. The one sigma deviation of the flow rate 
from uniformity was found to be 1,1 percent after this adjustment. 
The apparatus for determining the flow rate is described in reference 
[V]. 

The injection geometry of the row of holes is shown in Fig. 1(c). The 
row of holes consisted of 15 tubes with an internal diameter of 
11.7-mm spaced 3 dia apart and with their axis inclined at an angle 
of 35 deg toward the plate surface in main flow direction. The same 
ejection geometry has been studied in previous investigations at the 
Heat Transfer Laboratory. The tubes are ground flush with the sur

face of the injection plate. The plate and plenum could be moved 
laterally allowing to measure mass concentrations at different lateral 
positions. Uniform flow through all of the tubes was achieved by an 
arrangement in which the gas enters first a large plenum and then 
small individual plenums for each of the tubes before it is ejected into 
the boundary layer. Needle valves were used to adjust the flow en
tering the individual plenums. The one sigma deviation of the flow 
rate from uniformity was found to be 1.53 percent. 

In some of the experiments, only the center five holes were used for 
the ejection and the rest was blocked off [7, IIA]. False walls were lo
cated on both sides of the five holes to avoid a lateral spread of the jets. 
This was done to conserve foreign gas. The difference between mea
surements with 15 or five holes was negligible. 

The secondary air for all of the experiments was supplied by the 
building air compressor. The air was filtered and passed through a 
pressure regulator to eliminate pressure variations with time. Uni
formity of the injected mixture of foreign gas and air was obtained by 
a series of orifices with large pressure drop. The flow approaching the 
tube exits was fully developed. 

Sampling System. The primary aim of the experiments was to 
determine the wall concentration of foreign gas at various locations. 
Small samples are for this purpose drawn off through the taps in the 
test plate shown in Fig. 1(a). The samples are sucked by a vacuum 
pump through glass sampling tubes with an internal diameter of 3-4 
mm and a length of approximately 1 m. They then pass through 
capillaries to insure a known and uniform suction rate. Representative 
samples may be stored in the glass sampling tubes by clamping off 
both ends. 

The ratio of the suction velocity through the pressure taps to the 
main stream velocity was 0.03 and 0.1, respectively, for the experi
ments with a row of holes and with the porous slot. These values are 
sufficiently small so that the sample concentration is not a function 
of the suction velocity. The sampling time was always greater by a 
factor of 10 than the time required for slug flow to move through the 
glass sampling tube. The foreign gas concentration of the samples was 
measured with a Hewlett-Packard Model 5750B Research Chroma-
tograph with a thermal conductivity cell. A sampling valve, Hew
lett-Packard Model 19020A, was used to introduce the sample into 
the chromatograph. 

Operating Conditions. Velocity profiles were measured on and 
off center line with the injection holes covered by tape. The velocity 
profiles were found to be characteristic of a fully developed turbulent, 
boundary layer with a lateral variation of the boundary layer thickness 
across the tunnel less than 5 percent. A summary of the parameters 
describing the operating condition of the tunnel is contained in Table 
1. It can be seen that the main stream velocity was increased from 15.4 
to 27.7 m/s at the smallest value of the mass flux ratio M. This was 
done to insure a fully developed turbulent flow at the exit of the in
jection tubes. More detailed information on the test conditions is 
contained in reference [7, III]. 

R e s u l t s 
Injection Through a Porous Slot. Two series of experiments 

were performed. In the first, a tracer gas was mixed with the injected 
air stream at a concentration sufficiently small to approximate a 
constant property situation in which the mass transfer analogy could 
be confirmed under well-defined and studied conditions. A porous 
slot injection was chosen because of its insensitivity to small variations 
in injection geometry. The concentration of the foreign gas in the 
ejected gas mixture was increased in the second group of tests to in
vestigate the influence of the density ratio on the film effectiveness. 
The results of both test series are presented in Figs. 2 and 3. The 
absissa on the figures is a parameter £, which emerges in various 
semiempirical treatments of film cooling. 

X 11X9 \-0.25 

t = — ( - R e 2 ) (8) 
Ms V » / 

x denotes the distance from the downstream edge of the injection slot, 
Re2 is the injection Reynolds number formed with the average velocity 
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Table 1 Operating conditions of wind tunnel 
FLOW 

GEOMETRY 

POROUS SLOT 

Row o f 15 h o l e s 
M = 0 . 2 1 

Row o f 15 h o l e s 
M > 0 . 2 1 

Row o f 5 h o l e s 
M = 0 . 2 1 

Row o f 5 h o l e s 
M > 0 . 2 1 

S i n g l e h o l e 
D = 2 3 . 5 mm 

S i n g l e h o l e 
D = 1 1 . 7 3 mm 

u 

( m / s e c ) 

2 7 . 7 

2 7 . 7 

1 5 . 4 

2 7 . 7 

1 5 . 4 

1 5 . 4 

1 5 . 4 

R e s 1 ) 

9 . 1 x 1 0 5 

1 0 . 6 x 1 0 5 

5 . 9 x 1 0 S 

1 0 . 1 x 1 0 S 

5 . 6 x 1 0 S 

5 . 6 x 1 0 S 

5 . 6 x 1 0 S 

V> 
( m ) - 1 

1 6 . 9 x 1 0 5 

1 6 . 9 x 1 0 5 

9 . 3 5 x 1 0 5 

1 6 . 9 x 1 0 5 

9 . 3 5 x 1 0 5 

9 . 3 5 x 1 0 S 

9 . 3 5 x 1 0 S 

R e D 3 ) 

1 . 9 8 x 1 0 4 

1 . 1 x I 0 4 

1 . 9 8 x 1 0 4 

1 . 1 x 1 0 4 

2 . 2 x 1 0 4 

1 . 1 x 1 0 4 

6 0 4 ) 

(mm) 

1 . 5 3 

1 . 8 3 

1 . 9 1 

1 . 8 3 

1 . 9 1 

1 . 9 1 

1 . 9 1 

T% 5 ) 

0 . 4 

0 . 4 

0 . 3 

0 . 4 

0 . 3 

0 . 3 

0 . 3 

1) Based on distance between effective starting length of boundary layer and injection location. 
2) Reynolds number per unit length. 
3) Based on injection tube diameter. 
4) Displacement thickness at upstream edge of injection slot or holes. 
5) Turbu lence i n t e n s i t y . 

of the secondary gas jet leaving the slot, the slot width is s, M2 is the 
viscosity of the injected fluid, and n«, the free stream viscosity. 

The data in Fig. 2 were obtained with CO2, refrigerant-12,3 and 
helium as tracer gas. The density ratio was kept close to 1, as can be 
seen in the Table inserted in the figure. The Schmidt numbers for 
these gases in air are also listed in the figure. They vary between 0.226 
and 1.54. No influence of this variation of the Schmidt number, 
however, can be detected in studying the experimental data. This fact 
is remarkable because for convection heat transfer on a solid surface, 
the Nusselt number varies approximately proportional to the third 

' (Dichlorodifluoromethane) 

root of the Prandtl number as has been mentioned before. From the 
analogy between heat and mass transfer, one expects that the Stanton 
number as a dimensionless expression of the mass transfer coefficient 
varies also proportional to the third root of the Schmidt number. The 
absence of this dependence established by the present experiments 
can possibly be explained by a smaller effect of the viscous sublayer 
where the temperature (or concentration) gradient approaches a value 
of zero at the wall. Inserted in Fig. 2 are also a number of test points 
from reference [8]. The agreement for heated gas injection with a 
similar injection geometry with the present experiments is satisfac
tory, thus confirming the validity of the heat-mass transfer analogy. 
A small systematic deviation at the right-hand side of the figure may 
be caused by the difficulty to measure small effectiveness values ac
curately in heat transfer experiments. 

Fig. 3 presents the data on the influence of density ratio on the film 
effectiveness. The secondary gas was a mixture of refrigerant-12 and 
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Fig. 2 Film effectiveness for ejection of air with a tracer gas through a porous 
strip 
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Fig. 3 Effect of large density differences between main and secondary fluid 
on film effectiveness for ejection through a porous strip 
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Fig. 5 Effect of density ratio on center-line effectiveness for ejection through 
a row of inclined holes 

100 

air with varying concentration except for one run in which helium was 
mixed with the secondary air. The mass velocity ratio M, the mo
mentum ratio 7, and the velocity ratio are listed together with the 
density ratio in the insert of the figure. The experimental points in
dicate over the range of variables studied that neither the density ratio 
nor the velocity ratio have a measurable effect on the effectiveness 
parameter when plotted versus the dimensionless distance f. 

A number of equations have been analytically derived describing 
the film effectiveness for two-dimensional film cooling. They are 
summarized in reference [1]. It was found that the equation 
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1 + 0.249£°£ (9) 
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Fig. 4 Effect of boundary layer thickness on the center-line effectiveness 
for ejection through an inclined hole 
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X/D 

Fig. 5 (continued) 

derived by Kutateladze and Leont'ev agrees best with the present 
measurements. It is inserted as a line in Fig. 3. 

In summary, it can be stated that neither the Schmidt number, nor 
the density ratio influences the effectiveness parameter for film 
cooling with ejection through a porous strip and possibly generally 
for two-dimensional film cooling. 

Injection Through a Row of Holes. The results obtained with 
injection through a row of holes are presented in Figs. 4-10. The 
location on the test surface is described in a coordinate system shown 
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r\(x, z)dz (10) 

Fig. 6 Lateral effectiveness as a function of the density ratio for election 
through a row of inclined holes 

in Fig. 1(c), x denoting the distance in downstream direction mea
sured from the downstream edge of the injection hole, and z the dis
tance normal to the flow direction measured from a line originating 
at the center of the hole. The film effectiveness is expected to be a 
function of the dimensionless distances x/D and z/D. Various effec
tiveness parameters are defined: 

1 A centerline effectiveness r/c measured downstream of the 
centerline of a hole [z = 0]. 

2 Lateral effectiveness tjz, which is a function of z/D, at a constant 
value of x. 

3 Laterally averaged effectiveness rj obtained at constant down
stream distance x through the equation 

A first series of experiments was performed with a tracer gas to 
simulate a constant property situation and to compare the results with 
heated injection measurements. Figures presenting profiles of cen
ter-line effectiveness, lateral effectiveness, and average effectiveness 
values are contained in reference [7] and will not be presented here. 
For a detailed discussion of the results and a comparison with heat 
transfer experiments, the reader is also referred to the same reference. 
The important conclusions only are summarized in the following. The 
film cooling effectiveness has been studied by Eriksen [2] for air-to-air 
film cooling with the same geometry and a density ratio 0.85. Present 
mass transfer studies have been conducted at density ratios of 0.75 
and 0.95; they are close to a single line. The film cooling effectiveness 
values reported in reference [2] lie, as expected, between the ones 
measured in the present mass transfer study except at some locations 
where large heat conduction effects in the test plate can be expected. 
At these locations, the centerline effectiveness measured and cor
rected for heat conduction effects are somewhat lower than present 
results but the laterally averaged effectiveness parameters are, as 
expected, again between the values measured here. In summary, one 
can, therefore, state that the heat-mass transfer analogy for a constant 
property situation has been verified. 

The effect of boundary layer thickness has been studied in a 
number of previous investigations for the same geometry and a density 
ratio of 0.85. Results of mass transfer experiments at essentially the 
same density ratio are presented in Fig. 4 for two mass velocity ratios. 
In these studies, secondary fluid was injected through one hole only. 
Two different hole diameters, 11.73 and 23.5 mm, were used (see Table 
1). It is observed in the figure that the centerline effectiveness in
creases somewhat with decreasing ratio of the boundary layer dis
placement thickness to the tube diameter and that the effect is 
somewhat larger for a mass velocity ratio close to 0.5 than for a ratio 
of 1. This is again in excellent agreement with the results of the pre
vious heat transfer measurements. 

The results of the experiments with a large variation of the density 
ratio are presented in Figs. 5-10. Fig. 5 shows the center-line effec
tiveness plotted over the dimensionless distance downstream from 
a hole with the density ratio as parameter. The mass flux M is held 
approximately constant for each of the individual diagrams. It may 
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Fig. 7 Lateral average effectiveness as a function of the density ratio for 
ejection through a row of inclined holes 
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be observed that the effect of the density ratio is comparatively small 
for the mass flux ratios 0.21 and 0.52, however, it is very pronounced 
for the ratio M = 1.05 and 1.96. The center-line effectiveness has a 
maximum at a certain density ratio which shifts from being between 
0.50 and unity to a value between 2 and 3 as the mass flux ratio in
creases from 0.213 to 1.05. The maximum center-line effectiveness 
occurs at a density ratio larger than approximately 4 at a mass velocity 
ratio of 1.96. 

The lateral effectiveness is plotted in Fig. 6 as a function of the 
lateral position at a downstream distance x/D = 10.29 for the four 
mass flux ratios with the density ratio as parameter. One expects the 
effectiveness to decrease as the lateral distance from the center line 
is increased. This is verified in the figure. However, the mode of de
crease changes with varying mass velocity ratio and is obviously 
caused by an involved interaction between the jets. Remarkable is the 
large increase in the effectiveness values at a mass velocity ratio of 
1.96 caused by a change of the density ratio from 1.97 to 4.17. There 
are indications that the penetration depth of a jet into a cross flow is 
determined by the value of the momentum flux ratio I. The jets may 
attach to the surface when the value of I is decreased from 1.90 to 
0.899. Lateral effectiveness values at other downstream distances are 
reported in reference [7, VI, P to R]. 

The lateral average effectiveness is obtained by an integration of 
the curves in Fig. 6. The resulting values are presented in Fig. 7. The 
density ratio has no measurable effect on the average effectiveness 
for a mass flux ratio of 0.213. However, it causes a considerable vari
ation at the mass flux ratio 0.515 and this influence increases through 

0.7 

0.6 

0.5 

0.4 

0,3 

0.2 

0.1 

M 
O .213 
• . 40 
A .515 
* .756 
• 1.05 
• 1.50 
O 1.96 

X/D* 10.29 

— x> \ \ \ \ 

<\> 

0.01 0.02 0.05 0.1 0.2 0.5 1.0 2.0 5.0 10.0 

Fig. 9 Center line effectiveness as a function of the momentum flux ratio 
for injection through a row of inclined holes 

rjM 

-
-J> 

-
-

-

X/D 

1 

. 10.29 

I I I I I I 

/v . 
• .75 
o .95 
a 1.18 
A 1.49 
D 2.00 
O 4.17 

I 1 I ^ | ~ * ~ 1 O - l * i 

.01 .02 .05 .10 .20 .50 1.0 2 0 5.0 10.0 
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the mass flux ratios 1.05 and 1.96. One observes now a monotonic 
increase of the average effectiveness with increasing density ratio 
except at small x when the mass flux ratio is 1.96. In this case it ap
pears that the curves presenting the effectiveness extrapolate to a 
value near zero for x/D = 0, which would mean that the jets have lifted 
off completely from the surface and have reattached only further 
downstream. 

Cross plots are presented in the next figure to establish trends for 
the centerline effectiveness. Fig. 8 shows the center-line effectiveness 
for a dimensionless downstream distance of 10.29 plotted over the 
velocity ratio with the density ratio as parameter. One observes that 
the effectiveness assumes a maximum for a velocity ratio between 0.4 
and 0.6. This trend has also been observed in a previous study at the 
Heat Transfer Laboratory of the University of Minnesota [9] and by 
Le Brocque, et al. [10] investigating full surface transpiration cooling 
by means of ejection through multiple rows of holes for a density ratio 
close to unity. Fig. 8 also indicates that the curves tend to converge 
into a single one for velocity ratios beyond the maximum. The same 
trends were observed for a downstream distance x/D = 39.26 and 
when the centerline effectiveness was plotted over the velocity ratio 
with the mass flux ratio as parameter [7, VI]. The curves arrange in 
a different way when the centerline effectiveness is plotted over the 
momentum ratio with the mass velocity ratio as parameter. Fig. 9 
shows this at the dimensionless downstream distance 10.29. The 
curves tend now to coalesce into a single one for momentum ratios 
below the maximum value. This coalescence is not as pronounced at 
positions further downstream. 

An analytic attempt to correlate effectiveness values is presented 
in reference [9], based on a model which locates a row of heat sinks 
at a given height above the surface and describes the boundary layer 
turbulence by a Reynolds number in which the viscosity is replaced 
by an average turbulent diffusivity. According to this model, the ratio 
r]/M should only be a function of the momentum flux ratio / for a given 
Reynolds number and dimensionless location on the surface. A plot 
in which the centerline effectiveness is plotted over the momentum 
flux ratio correlates the experimental data only for values of the pa
rameter 7)C/M beyond the maximum rj. However, an approximate 
correlation over the whole range of the investigated momentum flux 
ratio is obtained when the laterally averaged effectiveness is used. Fig.10 
shows this for a dimensionless downstream distance of 10.29. It appears 
that such a presentation can be used to interpolate between measured 
density ratios if the laterally averaged effectiveness is the desired 
parameter. 

Conclusion. It has been demonstrated that the density ratio (or 
in heat transfer the temperature ratio) has no effect on the film ef
fectiveness for injection through a porous strip, when the effectiveness 
is expressed as a function of the distance parameter £. For injection 
through holes, the film effectiveness is strongly dependent on the 
density ratio, so that this dependence certainly has to be accounted 
for in a performance analysis of film cooling for gas turbine blades. 
The film effectiveness is dependent on an involved interaction of the 
separation and reattachment of the jets of the injected fluid, on the 
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Thermal Response of a 
Transpiration-Cooled System in 
a Radiative and Convective 
Environment 
The unsteady thermal response of a one-dimensional transpiration-cooled system in a 
radiative and convective environment is presented. The governing equations are solved 
by the Hartree- Womersley differential-difference method. The solid and fluid tempera
tures, the fluid pressure distributions, and the back-face heat transfer rate are obtained 
for a sample case of a 15 degree-entry into a Saturn nominal atmosphere. 

Introduction 

A transpiration-cooled system consisting of a reflecting porous 
matrix through which an absorbing gas is injected is a possible means 
of protecting a probe from the severe radiative and convective heating 
of outer planet atmosphere entry [1,2].1 For such a system, the con
vective heating is reduced by gas injection into the boundary layer, 
and the radiative heating is partially absorbed by the transplant gas 
and partially reflected by the heat-shield material. 

As a first step in evaluating this system, a one-dimensional analysis 
is used to investigate the thermal response of the heat-shield matrix 
exposed to incident radiative and convective heating and undergoing 
internal radiative transfer. In reference [3], a one-dimensional 
quasi-steady material response of such a transpiration-cooled system 
was determined analytically. In practice, however, the material re
sponse is unsteady since the entry heating pulse is short. Thus it is 
important to know the time-dependent heat-shield response as the 
ambient conditions vary. 

Curry [4] has investigated the two-dimensional heat and mass 
transfer in a porous medium experiencing only convective heating. 
The present study is based on a one-dimensional version of Curry's 
model and extended to include an internal radiative transfer 
model. 

The purpose of this paper is to extend the analysis of transpira
tion-cooled system in reference [3] to the unsteady state and to obtain 
the instantaneous thermal response within the heat-shield matrix. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
November 29,1976 

The heat and mass transfer in the porous matrix is mathematically 
modeled by the momentum and energy equations for the fluid and 
the energy equation for the solid. 

The distributions of the solid and fluid temperatures and the fluid 
pressure within the porous matrix and the back-face heat transfer rate 
are obtained by solving the aforementioned equations by the Har-
tree-Womersley differential-difference method [5, 6] applicable to 
the parabolic partial differential equation. Solutions are obtained for 
variations of mass flow rate of the injectant, of porosity of matrix, and 
of matrix thickness. Important entry probe design parameters such 
as peak surface temperature, time that the surface is below a certain 
temperature, and peak back-face heat transfer rate can be estimat
ed. 

Analysis 
Physical Model and Assumptions. The physical model consid

ered is sketched in Pig. 1. A one-dimensional porous matrix of 
thickness L is exposed to external convective and radiative heat fluxes. 
A coolant gas is injected through the matrix from back to front sur
face. 

The major assumptions are as follows: 
1 One-dimensional analysis 
2 Unsteady thermal response 
3 Constant mass injection rate 
4 Solid and gas temperatures in the matrix not equal ("two-

temperature" assumption) 
5 Continuum model for the porous matrix (volume element is 

large with respect to individual pores) 
6 No reversal flow (injected gas flows toward the heated front 

surface) 
7 Constant thesmal and optical properties (independent of 

temperature, pressure, and wavelength) 
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Boundary 
layer Injecranr 

reservoir 

"•radln 

^rerad 

Front surface Back face 
Fig. 1 Physical model 

8 Neither chemical reactions between the porous matrix and the 
injected gas nor dissociation of the injected gas is allowed 

9 No heat loss occurs by conduction from the back face to the 
oncoming coolant from the reservoir 

Governing Equations. The unsteady differential equations for 
the conservation of mass, momentum, and energy in a porous matrix 
with mass transfer but without internal radiative transfer are pre
sented in reference [4]. These equations extended to include radiation 
are as follows: 

For fluid: 
Mass conservation 

d PI d(pfUf) 
0 

dt dx 

Momentum conservation—Darcy's equation 

-^=(&H + fof\Uf\)Uf 
dx 

Energy conservation 

(1) 

(2) 

dx* dx at ox <b 

Perfect gas law 

For solid: 
Energy conservation 

d2Ts 

P> = P<Mf
T< 

-r-c""f (3) 
dx at 

(4) 

ks 
dx2 - -(Is -if)- — - cpsPs-77 

l — <p dx dt 

From assumption (3) the mass injection rate is 

m = —p/Uf= constant 

(5) 

(6) 

By substituting equations (1), (4), and (6) into equations (3) and 
(2), 

d2T, 

dx2 V ^ + C ^ - « ^ + ̂ T . - T , ) - ^ - ^ ™ 
dx 

where 

Pfl <l> 

Pff = cTf 
dx 

0 = (apf + ~0m)m2(R/Mf)2 

b = Cpf(Mf/R) - 1 

c = (ap.f + fim)m(R/Mf) 

dx Tf dt 

(8) 

(9) 

(10) 

(ID 

In the foregoing equations, a and fi are constants which depend on 
the porosity and h is a volumetric heat-transfer coefficient between 
the solid and the fluid which can be written by the experimental 
correlation [7] as 

h = 0.00434 (Cp /V)0-333
Mr°'227 '"0-56(5/i§)1-44 (12) 

As in reference [3] the radiative transfer term dqr/dx is given by the 
"two-flux" model [8] as 

m' m' 
dqr/dx = -2(A0/A1)e'"K £ qrer + 2(BJB1)e'^K £ qUt (13) 

where the quantities Ao, Ai, BQ, B\, and a are given in Appendix A 
of reference [3]. 

Initial and Boundary Conditions. Initial and boundary condi
tions for the differential equations are 
at t = 0: 

T5(x, 0) = Tf(x, 0) = Tb = constant 

Pf(x, 0) = pu (0) 

(14) 

(15) 

.Nomenclature. 
B0 = blowing parameter defined by equation 

(22) 
CH = heat-transfer coefficient 
Cp = specific heat 
H = total enthalpy 
h = volumetric convective heat-transfer 

coefficient 
K = absorption coefficient 
k = thermal conductivity 
L = matrix thickness 
M = molecular weight 
m, m' = index on radiation bands that pen

etrate the matrix 
m = mass injection rate 
n, n' = index on radiation bands absorbed on 

the exposed surface 
p = pressure 
p = normalized pressure 
<j = heat-transfer rate 

R = univeral gas constant 
T = temperature 
t = time 
t* = characteristic time 
U = velocity in x direction 
x = distance from front surface 
a = viscous coefficient 
(3 = inertial coefficient 
e = emissivity 
7) = reflectivity 
ij = cooling effectiveness defined by equation 

(45) 
0 = normalized temperature 
p. ~ viscosity 
£ = normalized distance 
p = density 
a = Stefan-Boltzmann constant 
T = normalized time 
(/> = porosity 

'/'con = convective heat transfer attenuation 
factor due to mass injection 

i/'rad = radiative heat transfer attenuation 
factor due to mass injection 

Subscripts and Superscripts 

b = back face 
c = convective 
e = external 
/ = fluid 
0 = without mass injection 
r = radiative 
radin = incident radiative 
rerad = reradiative 
s = solid 
w = wall 
°> = free stream 
ii = the i>th band of radiation 
()' = differentiation with respect to £ 
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at x = 0: 

dTs(0,t) 
Qc(t) + <2radinU) ~ <7rerad(t) 

dTf(0,t) A 

dx 

d2Tf(Q, t) 

dx2 dx 

p/(0, t) = pfjt) 

0 or —fe/-

at x = L: 

(16) 

(IV) 

(18) 

(19) TS(L, t) = Tf(L, t) = Tb = constant 

The incident convective and radiative heating fluxes with mass 
injection [9,10] are 

qc(t) = pMeCHotcon (He - Hw) = qco(t)icon 

icon = B0/(efl° - 1) 

B 0 = m/peUeCHo(t) 

<7radin(0 = E (1 - Ve)lre, (t)lpu 

and the surface reradiation heat flux is 

9rerad(i) = tcTSw
4(t) 

(20) 

(21) 

(22) 

(23) 

(24) 

In equations (20) and (23), ^ c o n and \prBC\ are the attenuation factors 
for incident convective and radiative heating fluxes due to mass in
jection. 

Method of Solution 
The Hartree-Womersley Method. The governing equations (5), 

(7), and (8) can be written in nondimensional forms by introducing 
the properties 

e.(S,T) = {T.-Tb)/(T.w-Tb) 

9M, r) = (Tf - Tb)/(TSu - Tb) 

P/(S. T) = Pflpu 

k = xlL 

r = tit* 

(25) 

(26) 

(27) 

(28) 

(29) 

The nondimensional equations are the partial differential equations 
of parabolic type having both £- and r-derivatives. 

The solution by the Hartree-Womersley method (the H- W method) 
[5, 6] is achieved by replacing the -r-derivatives with the backward-
difference quotients to transform each set of partial differential 
equations into a system of ordinary differential equations. The basic 
scheme is diagramed in Fig. 2. If the solution at the previous time step 
is known, a solution at T = T„ can be found by integration in the 
^-direction on the strip T = T„. 

The two r-derivatives in the governing, equations are replaced by 
the differences 

d8s/dr = (9, - B^.JKT - T„-I ) 

SBfldT = (Bf - BU_,)I(T - T „ - I ) 

(30) 

(3D 

where the subscript (n - 1) represents the previous time. The sub
script n representing the current time is omitted for convenience. 

When equations (30) and (31) are substituted into the governing 
equations, the unknown variables Bs and Bf appear on both the right-
and left-hand sides of the equations, so this difference scheme is im
plicit. The reduced governing equations are approximated by the 
system, with the constant coefficient * ' s , 

$90 
Bs" + *i(0« ~ 9t) + * 4 e " L { + $ 6 e - a L S = — (Bs 

AT 

if" + *afy' + *3«?s - 8f) + $6ea i* + *7e-«L« 

$2lfy2 + $2i6 f + $23 

Pf2 

. „ - i ) ( 3 2 ) 

0 
(Front 

1 

(Back face) 

( Boundary conditions) 

^n- l p f w
 T 'w T Sw ^n 

(F
o

rm
e

r 
s
o

lu
ti
o

n
s
) 

' 

\X-L/T \ 3 T 7 T S 

/ /-_1 n c 

f'\ I 
T b p fb 

~= IX C ^* 

X 

Fig. 2 Schematic diagram of the H-W method 

$Z4Pf 

(Taw - Tb)Bf + Tb AT 
( 0 / - < ? / „ - I ) (33) 

PfP/ - $8Bf - *9 = 0 

where ()' represents differentiation with respect to £, and 

AT : T - T„_l 

(34) 

(35) 

The implicit difference scheme imposes no restriction on the mesh 
ratio A T / ( A | ) 2 . 

The initial and boundary conditions are 
at T = 0: 

And for each time step 
at % = 0: 

Bs = 0 

8f = 0 

P / = l 
ep 

' = *lo(<7w + <7radin ~ <7rerad) 

Bf" = 0 Or $f' = 0 

(36) 

(37) 

(38) 

(39) 

(40) 

at \ = 1: 
Pf=l 

0S = O 

8f=0 

(41) 

(42) 

(43) 

Two-Point Boundary Value Problem. The reduced simulta
neous nonlinear ordinary differential equations must satisfy the 
boundary conditions both at J = 0 and at £ = 1. In order to investigate 
the differential equations, the so-called shooting method is used. 
Initially assuming the surface temperatures TSw and Tfw, the differ
ential equations are integrated to £ = 1. The values of TSw and Tfw are 
improved by solving the fundamental equation that relates the values 
TSw and T/u to the errors in the boundary conditions at £ = 1. Nu
merically, this functional equation is solved by the Secant method 
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[11]. The iteration is continued until the boundary conditions at £ = 
1 are satisfied within a certain specified tolerance. The requirement 
for convergence of the solution is 

[0S1 - M D ] 2 + [0A - 0/(l)]2 £ 10- (44) 

where 0S1 and 8f1 are the prescribed boundary conditions at £ = 1. 
Accurate guess values for TSw and Tfw for the ordinary differential 
equations at each time step are required for rapid convergence of the 
iteration scheme. 

Sample Calculation. As in reference [3], silica (Si02) and carbon 
dioxide (CO2) are taken as the porous matrix and the transpirant gas. 
Thermal and optical properties are described in Appendix C of ref
erence [3]. 

The trajectory and the convective and radiative data for a 15 deg-
entry into a Saturn nominal atmosphere [9,10] are used. The pressure 
and enthalpy at the boundary-layer edge and radiative heating 
without mass injection, used as boundary conditions, are shown in 
Fig. 3. 

R e s u l t s and D i s c u s s i o n s 
Numerical results are presented for the unsteady thermal response 

of the C02-transpired porous silica matrix for 15 deg-entry into a 
Saturn nominal atmosphere. The ambient heating and pressure 
during the entry into the Saturn nominal atmosphere are derived from 
Fig. 3. Corresponding to the ambient conditions, the in-depth tem
peratures rise up to t = 23.7 s, when the incident radiative heating flux 
has a peak value, and gradually decrease after t = 23,7 s. An example 
of the instantaneous solid and fluid temperature distributions and 
the fluid pressure distribution within the matrix (£ = 0, front surface; 
£ = 1, back face) for rh = 0.1 g/cm2/s, L = 1.0 cm, <j> = 0.8, and i^rad = 
1.0 is shown in Fig. 4. As described in reference [3], the solution is not 
affected whether 0/(0, r) = 0 or 6f"(0, r) = 0 is imposed as a boundary 
condition; therefore, the former is used. 

In this figure, the effect of radiative transfer within the porous 
matrix on the in-depth temperatures and fluid pressure is also pre
sented. The solid and dashed curves represent the solutions with and 
without internal radiative transfer, respectively, for the same input 
and boundary conditions. The solid and fluid temperatures and fluid 
pressure for the case with internal radiative transfer, rather than those 
for the case without internal radiative transfer, are higher. These 
higher temperatures and pressure are caused by internal radiative 
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Fig. 4 Solid and fluid temperatures and fluid pressure distributions within 
the matrix: / = 23.7 s, m = 0.1 g/cm2/s, L = 1.0 cm, <j> = 0.8, \p,M = 1.0 

absorption by the absorbing coolant gas. It seems to be disadvanta
geous to use an absorbing gas for the transpirant; however, injection 
of an absorbing gas into the boundary layer can reduce the incident 
radiative heating more than a nonabsorbing gas when the material 
surface has smaller reflectivity below a break-even one [1]. The re
duction of the incident heating itself dominates over the increase of 
the in-depth temperatures and pressure; therefore the use of the ab
sorbing gas is advantageous for the cooling system with internal 
radiative transfer. 

The solid and fluid temperatures decrease monotonically from the 
front surface of the matrix, so the surface temperature is the impor
tant factor in evaluating the performance of the cooling system. The 
fluid temperature is always lower than the solid temperature, so it 
cools the system. The fluid pressure in the wall is also influenced by 
the external pressure. Fig. 5(a) illustrates typical surface solid and 
fluid temperatures and fluid pressure histories for the same conditions 
as in Fig. 4. Fig. 5(b) shows the effect of increasing mass transpiration 
rate to m = 0.3 g/cm2/s with the same other conditions as Fig. 5(a). 
The peaks of the surface temperature histories and the back-face fluid 
pressure history correspond to the peaks of the incident radiative 
pulse and the external pressure shown in Fig. 3, respectively. 

The cooling effectiveness per mass injection rate defined in refer
ence [3] as 

(TSm-TsJ/(TSt Tb)B0 (45) 

Fig. 3 Profiles of external pressure, enthalpy, and radiative heating without 
mass injection for 15 deg Saturn nominal entry 

depends strongly on the mass injection rate; it decreases as the in
jection rate increases (see Fig. 6). Therefore, in choosing a mass in
jection rate for a transpiration-cooled system, a trade-off, in terms 
of the system design constraints, must be made between two effects: 
As the injection rate is increased to provide an acceptably low surface 
temperature, there is a proportional decrease in the cooling effec
tiveness of the system. 

Fig. 7 shows the back-face heat-transfer rate histories with the ef
fects of internal radiative transfer and mass injection rate. Since the 
back face is kept a t constant temperature Tb, the back-face heat-
transfer rate is variable with respect to the cooling parameters. The 
back-face heat-transfer rate is increased when the internal radiative 
transfer is included, because the presence of absorbing gas makes the 
solid and fluid temperatures within the matrix with internal radiative 
transfer higher than those without internal radiative transfer. In-
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creasing mass injection rate, of course, reduces the back-face heat 
transfer. 

If the present cooling system is assumed to melt at 1981 K [10], 
surface ablation occurs at approximately t = 20 s for m = 0.1 g/cm2/s 
(see Pig. 5(a)). Above this melting temperature, transpiration of the 
injected gas and the surface ablation of material simultaneously play 
a role of cooling. But by increasing the injection rate to rh = 0.3 g/cm2s, 
the maximum surface solid temperature is below the ablation tem
perature (see Fig. 5(6)), and so the probe is cooled solely by transpi
ration. In this analysis, for the purpose of clarifying the effect of 
transpiration, the surface ablation is not included. The analysis in
cluding the ablation effect will be a further extension. 

The quasi-steady solutions including internal radiative transfer 
given in reference [3] are also shown in Figs. 5(a) and 5(6). The dif
ference between quasi-steady solutions and the unsteady solutions 
by this paper indicate the effect of neglecting the transient terms in 

With internal radiative transfer 

— . _ without internal radiative transfer 

0.1 
g/cm2/sec 

= 0.3 
g/cm2/sec 

20 30 40 50 

t , sec 

Fig. 7 Back-face heat transfer rate histories: L = 1.0 cm, (j> = 0.8, ^rad
 : 

1.0 

quasi-steady analysis. When this comparison is made for a range of 
problem parameters, it is observed that although at peak heating the 
temperatures and fluid pressure of the quasi-steady solution slightly 
lag those of the unsteady solution (see Figs. 5(a) and 5(6)), the overall 
agreement of the two is quite good. As an another example of this 
agreement, the value of the injection rate required to keep the surface 
temperature below 1981 K is determined from each solution. From 
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reference [3] the quasi-steady solution gives a value m at 0.2 g/cm2/s; 
from Fig. 8 the unsteady solution gives almost the same result. So it 
is verified, at least for the problems considered here, that the simple 
and inexpensive (computer time) analysis of reference [3] provides 
useful engineering results. 

C o n c l u s i o n s 
The unsteady thermal response of a one-dimensional transpira

tion-cooled system consisting of a reflecting porous matrix and an 
injected absorbing gas in a radiative and convective environment was 
presented. The incident radiative and convective heating are specified 
as boundary conditions. 

The instantaneous solid and fluid temperatures and the fluid 
pressure distributions within the transpiration-cooled porous matrix 
are solved numerically by the Hartree-Womersley method. 

As an application of the method, the thermal response for the 15 

deg-entry into a Saturn nominal atmosphere was computed. The 
following major conclusions were obtained: 

1 The surface solid and fluid temperature and the back-face heat 
transfer quickly respond to the incident radiative pulse. 

2 Increasing the injection rate reduces the matrix temperature 
but also adversely reduces the cooling effectiveness per mass injection 
rate and increases the back-face fluid pressure. 

3 The desired minimum mass injection rate to keep the surface 
solid temperature below the melting temperature of the matrix ma
terial is obtained. It is not much different from the result of the 
analysis by reference [3]; other sets of conditions also give a result close 
to that of reference [3], and, therefore, the simplified analysis for a 
transpiration-cooled system by reference [3] can be useful in engi
neering application. 

A c k n o w l e d g m e n t 
This research was supported by National Research Council of 

United States while the author was the NRC Associate at NASA Ames 
Research Center, Moffett Field, California. The author would like to 
express his sincere thanks to Drs. P. R. Nachtsheim and J. T. Howe 
and to Mr. M. J. Green for their initiation of this work and for their 
valuable suggestions. 

R e f e r e n c e s 
1 Howe, J. T., "Shielding of Partially Reflecting Stagnation Surface 

Against Radiation by Transpiration of an Absorbing Gas," NASA TR R-95, 
1961. 

2 Chiou, J. P., and El-Wakil, M. M., "Heat Transfer and Flow Charac-' 
teristics of Porous Matrices With Radiation As a Heat Source," JOURNAL OF 
HEAT TRANSFER, TRANS. ASME, Series C, Vol. 88, Feb. 1966, pp. 69-
76. 

3 Kubota, H., "A Simplified Analytical Solution for Thermal Response 
of One-Dimensional, Steady-State Transpiration Cooling System in Radiative 
and Convective Environment," NASA TN D-8129,1976. 

4 Curry, D. M., "Two-Dimensional Analysis of Heat and Mass Transfer 
in Porous Media Using the Strongly Implicit Procedure," NASA TN D-7608, 
1974. 

5 Hartree, D. R., and Womersley, J. R., "A Method for the Numerical or 
Mechanical Solution of Certain Types of Partial Differential Equations," 
Proceedings of the Royal Society, Vol. 161A, 1937, pp. 353-366. 

6 Jaffe, N. A., and Smith, A. M. 0., "Calculation of Laminar Boundary 
Layers by Means of a Differential-Difference Method," Progress in Aerospace 
Science, 1972, pp. 49-212. 

7 Schneider, P. J., Maurer, R. E., and Strapp, M. G., "Two-Dimensional 
Transpiration-Cooled Nosetip," Journal of Spacecraft and Rockets, Vol. 8, 
No. 2, 1971, pp. 170-176. 

8 Kortum, G., Reflectance Spectroscopy, Springer-Verlag, New York, 
1969. 

9 Nicolet, W. E., Morse, H. L., and Vojvodich, N. S., "Outer Planet Probe 
Entry Thermal Protection. Part I: Aerothermodynamic Environment," AIAA 
Paper No. 74-700,1974. 

10 Howe, J. T., and McCulley, L. D., "Volume-Reflecting Heat Shields for 
Entry Into Giant Planet Atmosphere," AIAA Paper No. 74-669,1974. 

11 Nachtsheim, P. R., and Swigert, P., "Satisfaction of Asymptotic 
Boundary Conditions in Numerical Solution of Systems of Nonlinear Equations 
of Boundary-Layer Type," NASA TN D-3004,1965. 

Journal of Heat Transfer NOVEMBER 1977, VOL 99 / 633 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



H. Koyama 
Assoc. Professor. 

A. Nakayama 
Graduate Student. 

K. Sato 
Research Student. 

T. Shimizu 
Assoc, Professor. 

Department of Mechanical Engineering, 
Faculty of Engineering, 

Shizuoka University, 
Hamamatsu, Japan 

Local l ass Transfer From Rotating 
Wedge-Shaped Blades 
The purpose of this investigation is to determine the mass transfer from rotating wedge-
shaped blades in an air environment. Through theoretical considerations, effect of nega
tive pressure gradient has been emphasized wherever possible. The experimental results 
are correlated with local Sherwood number and Reynolds number. Furthermore, a new 
method has been proposed to judge the flow type by reading directly the slope of contour 
lines of equal sublimation drawn on the surface. 

1 Introduction 

To solve a number of transfer problems, the sublimation mass 
transfer system is being used in place of heat transfer system. Mass 
transfer from rotating flat blades using the naphthalene sublimation 
method was performed by Koyama, et al. [I].1 They used the blades 
having the same span of 250 mm, but different span to side ratios 
ranged from 3.5 to 8.3. However, no apparent effect due to the dif
ference in the ratios was observed. The experimental results suggested 
that except the region very near the center hub where shearing stress 
ratio is not negligible (i.e., where the ratio of the distance from the axis 
of rotation to the side length being less than 2.0), mass transfer coef
ficient for the laminar averaged over the blade chord varies ap
proximately in proportion to the square root of the distance from the 
rotation axis. This suggests that, if in two-dimensional flow the pe
ripheral velocity corresponding to the distance from the rotation axis 
is used in place of a free-stream velocity, local Sherwood number for 
the region beyond a certain distance from the axis can be correlated 
in the same simple relation as the conventional form of two-dimen
sional forced convection. A local Sherwood number correlation of the 
conventional form has been established through the present study 
as an extension of the work by Koyama, et al. [1] for the rotating 
system. 

In this paper, theoretical and experimental studies of mass transfer 
from rotating wedge-shaped blades shown in Fig. 1 will be described. 
Experiments using the naphthalene sublimation method in an air 
environment were performed. The phenomena are analogous to those 
of the forced convection heat transfer from heated rotating blades 
having uniform surface temperature. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 11,1977. 

In a wedge-shaped blade, four surfaces where different phenomena 
can be surveyed exist. One of the objectives of the present research 
was to explore the effects caused by the interactions of flow among 
these four surfaces. Some effects are briefly noted here. For a front 
surface in separated flow, as well as for a back surface in wake, a 
contour map of equal sublimation showed that mass transfer rate 
increases rapidly from an upstream corner, then decreases gradually 
to a downstream corner, yielding a maximum sublimation ridge on 
a blade surface. This map pattern is quite different from the one ob
served for a front surface under negative pressure gradient. Particu
larly for a back surface, the location of the maximum sublimation 
depends on the flow over its adjacent front surface. When the adjacent 
front surface is under negative pressure gradient, the maximum 
sublimation occurs at the more downstream side on the back surface, 
compared with the case of the adjacent front surface in separate flow. 
For both cases of the back surface, the overall mass transfer coefficient 
was nearly twice as high as that for the front surface under negative 
pressure gradient. The highest overall mass transfer coefficient among 
four surfaces was observed on the front surface in separated flow, and 
was about two and a half times of the overall mass transfer coefficient 
for the front surface under negative pressure gradient. 

In this paper, however, the only case treated is the front surface 
where the flow acceleration occurs, yielding negative pressure gradi
ent. 

2 Theoretical Considerations 
2.1 Governing Equation and Simplification. The expressions 

to local skin friction coefficients are derived by solving the momentum 
equations which include pressure gradient and body force terms, with 
an integral method as well as with an extended Reynolds analogy. 
These results are to be used to predict local Sherwood numbers. From 
the standpoint of applications to practical cases, all efforts have been 
made to obtain a closed form solution. Cross section of a blade is 
shown in Fig. 1 to explain an equivalent wedge angle $*, and which 
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is the parameter representing the angle of inclination to each surface. 
Then, $* is evaluated from, 

Case 1 (see Fig. 1), <t>* = 0 + 2a > 0 

Case 2 (see Fig. 1), $* = 0 - 2a > 0 

where 4> is wedge angle, and a attack angle. 
$* is defined as twice the angle between the main stream direction 

and each surface, hence $* corresponds with twice the attack angle 
when each surface is regarded as a flat plate. Since only the cases of 
flow acceleration are to be treated in this paper, it is reminded that 
$* should be positive. 

The curvilinear orthogonal coordinate system (x, r, z) is set up as 
shown in Fig. 1 where x is curved along the blade in the direction of 
the inviscid streamline, r radial and z orthogonal to both x and r. It 
should be noted that analysis developed here, will be quite general 
to the models having moderate curvature in x -direction which may 
be taken as (1/2) X (d$*/dx), and not restricted to the present model 
as far as $* is treated as the function of x rather than constant. 

With usual boundary layer approximations, the equations of motion 
can be written as follows [2]. 

The continuity equation (3) gives, 

du du du „ uu 
u — + v \- w 2Yfiu + 7^ 

dx dr dz r 

du du dv 72 , „ 
u V v — + w h —"- (ue

 2 • 
dx dr dz r 

The equation of continuity is, 

ue—-=--— (1) 
dx p dz 

ldrr 
u2) ~ 2ySl(ue - u) = (2) 

p dz 

du du dw u 
— + —+ — + - = 0 
dx dr dz r 

The boundary conditions are, 

z = 0: u = u = w = 0, T = TO 

z = 5: u = ue, v •• T = 0 

(3) 

(4) 

where u, u, w are velocities in x~, r-, and z -directions, fl angular ve
locity, 7 = cos ($*/2), p density, p static pressure, T shear stress, 5 
boundary layer thickness and subscripts, x and r denote corre
sponding directions while 0 and e denote wall and boundary layer 
edge, respectively. 

•Equation (1) is rewritten as, 

d . 
— (ueu 
dx 

• w1) (ueu) + u 
dx dx 

du du „ n 
v w — + 2yilu 

dr dz 

- 72 — + u, 
r 

due 

dx 
+ - = 0 

p dz 
(la) 

d du dw ueu due 

— (ueu) = —ue ue h u 
dx dr dz r dx 

du d du dw uu 
v — = — (uu) + u Yu 1 

dr dr dx dz r 
(5) 

Substitution of equations (5) into equation (la) reduces to, 

_d_ 

dx 
• (ueu - «2) + (ue -u) (— + — I (uu) 

dx \dr r I 
, | d , «e + 27(rQ)l d , s dw 1 drx + \ue — + — ! \u (uw) + ue — + -=0 6) 

dr r I dz dz p dz 

(7) 

(— + - ) u 2 + — 
\dr rl dz 

Equation (3) also gives, 

du d , ^ du dw u2 

u — = — (uu) + u — + v 1 
dx dx dr dz r 

Substitution of equation (7) into equation (2) reduces to, 

— (uu) + — \(ueu - u2) + ue(ue - u)} - 2y(Qr) ——-
ox r r 

{uw)„ltr=0 (8) 
dz p dz 

To perform the integration method, the velocity functions are 
suggested beforehand according to Prandtl's three-dimensional ve
locity profiles [3], which may be presented as, 

u* = egu* (9) 

with boundary conditions as follows 

V = 0: u* = 0, g = 1 

„ = 1:u* = 1 ,^= ,=*u0 (10) 
drj di] 

where u* = u/ue, u* = u/ue, shear stress ratio t = TO,/TQX, and n = z/&. 
Using equation (9), the following nondimensional thicknesses are set 
up. 

Hi = K - u]s/(ue6) = [i - u*ye 
N = [v]s/(eue6) = [gu*W6 

L=[uZ)s/(e*ueZ6)=[gZu**y6 
K = [uu^/Uu^d) = [gu*2]i/8 (11) 

where [ ] A, in general, denotes the integration from zero to the focused 
suffix A with respect to the corresponding direction, and 0 = [u* -
u*2]j as momentum thickness in x -direction. 

-.Nomenclatures, 

cf = 2ro/(pue
2), C[X = 2ToJ(pue

i), local skin 
friction coefficients 

Cn, Hc = coefficients denoted in equations 
(18) and (16), respectively 

C„* = 1/C„, pressure gradient parameter 
Cy°, D, E, Et, e°, 8° = terms denoted in 

equations (20)-(22) 
Dv = diffusion coefficient 
g = functional relation denoted in equation 

(9) 
G* = functional relation denoted in equation 

(27) 
h = local mass transfer coefficient 
Hi, N, L. K (K* = 1/K) = dimensionless 

thicknesses defined in equation (11) 
/, / , = departure functions defined in equa

tions (20) and (21) 
n (rij = n + j) = integer related to velocity 

distribution 
p = static pressure 

Rex = rQx/v, Rex* = uex/v, Reynolds num
bers 

R„ = naphthalene gas constant 
Sc = Schmidt number 
Sh = hx/Dv, Sherwood number 
Sh° = coefficient denoted in equation (36) 
Tw = naphthalene surface temperature 
u, u, w (u* = u/ue, u* = u/ue) = velocity 

components on x-, r-, z -directions 
ue (ue = ue/(rQ), 0 = ue(xo)) = main flow 

velocity component at boundary edge 
x, r,z(x= x/x0, f = r/xo, ?j = z/&) = orthog

onal curvilinear coordinate system 
Xo = distance between leading and trailing 

edges in x -direction 
X, Y = coordinate system attached on blade 

surface (Fig. 4) 
Az = height difference on a naphthalene 

surface per unit time 
a, <t>, $* (m = **/(2TT - #*), 7 = cos (**/2)) 

= attack, wedge, and equivalent wedge 
angles, respectively (Fig. 1) 

7„ = cast naphthalene specific weight 
& = boundary layer thickness 
e = TO/TO.,, shear stress ratio at wall 
8(8 = 8/XQ, G = 8/i) = momentum thickness 

in x -direction 
?) = z/S, dimensionless coordinate in z -di

rection 
v = kinematic viscosity 
p = density of fluid 
T, T0 = shear stresses inside boundary layer 

and at wall 
O = angular velocity 
' = prime denqting the differential with re

spect to x 
[ \x, [ ]s- operators for the integration from 

zero to the focused suffix with respect to 
the corresponding direction 
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1 leading edge 
(up stream corner) 

down stream corner 

p stream corner 

Fig. 1 Equivalent wedge angle and coordinate system 

Now, equations (6) and (8) are integrated across the boundary layer 
with aids of equations (3), (4), and (11), which results, 

d 1 3 id 1 + T 2 \ 
— («« 2d) + - ff,0 — (ue

 2) - ( - + i - ) (Kue
 20e) 

dx 2 ox \dr r I 

\Ue 
d ue + 2yrQ 

dr 
-) (Nuje) ~ — = 0 (12) 

•\ 2 
— (Kue

20t) + — (1 + Hs)ue
26 - 21HirQue 

dx r r 

+ (— + -) (Lue
 20e2) + — £ = 0 (13) 

\dr rl p 

Some simplification is still required, since the resulting partial dif
ferential equations are quite formidable. To simplify, a second order 
of magnitude analysis is done on these equations following Mager [4]. 
6 is assumed to be the order of b, the nondimensional thicknesses and 
r the order of 1, ue the same order of ril, while e « 1. Then, terms of 
the order of tdue

 2 in equation (12) and those of the order of e28ue
 2 in 

equation (13) are neglected. This makes the equations much simpler 

6' + 

t' + 
-(Kue

2ey 

. Kii26 ( 
+ K*- + K*ll + 

_ C f k _ 

ue
2 2 " 

2 / " - 2 

(14) 

-[2H5(J-)-(ffs+l)7
2]y = 0 (15) 

where the dot indicates dimensionless referred to certain scale factors 
such as x = X/XQ, f = r/x0 and ue = ue/(rQ), while the prime denotes 
differential with respect to x, furthermore K* = 1/K and CfX = 
2TQJ(pue

2) which is the local skin friction coefficient in x-direc
tion. 

It is noted that the simplification procedure introduced has made 
equation (14) of x -direction independent of r, and the same can be 
applied to the momentum integral equation for the two-dimensional 
flow. 

2.2 General Solutions Common to Both Laminar and Tur
bulent Flow. To solve the differential equations (14) and (15), local 
skin friction coefficient in x -direction is assumed to be, 

Cfx 
• H / J L \ 2 / n i 

c \9uJ (16) 

where v is kinematic viscosity, and the integer with suffix, rij = n + 
j . The quantity Hc is generally a function of x when the pressure 
gradient exists in this direction, but here, taking account of the ef
fective approximation, this is to be taken as constant. In fact, this 
assumption is often used for turbulent case, and which corresponding 
to Power law presented as, 

u* = n1/n (17) 

Using Cn according to K. Wieghart [5.a], Hc may be correlated as, 

Hc = 2 C n - w , , 1 G 2 / ' » (18) 

where C„ is constant depending on n, and G = 6lb. The presentation 
for Cfx in equation (16) along with equation (18) can be used also in 
laminar case if the following relations are provided. 

., / /du*\ \ 
n=l,Cn=l/( ) (19) 

Some examples of the aforementioned relations in both cases are 
listed in Table 1. Now, equation (16) for c/x may well be regarded as 
the common presentation for both laminar and turbulent flow, and 
this enables one to solve the differential equations (14) and (15) at 
one time for both cases. 

With Hc being assumed constant, Hi and K have also been taken 
as constant so as to obtain a closed form. The correlations finally 
obtained are, 

e = mex*-2inHini-i™ (20) 

where 

0° = [(rl3/2rci)ffc]' l l / '13 , Rex* = Uex/v, I={Ce+ [ue
E}x\/XUe

E, 

E = (2n2 + ri3Hj)/fii, and C9: an integration constant. 

e = e°( i / /V, • (21) 
Where 

c° = (Hi - 1)K*/D, D=l+ — (1 + K*), 
" 3 

j Ca + DjUeHm0-1 {2Hi(y/ue) - y2(Ht + l ) j* 

(Hi - DxuMxD0-1 

E, = (2ni/na)(l + K*) + HSK*, and C(: an integration constant. 
Functions I and Ie have the meaning of "departure from flat blade at 
zero incidence" since they tend to be unity as the angle of incidence 
becomes zero in the case of a flat blade. 

The local skin friction coefficient is presented as follows, using 
equations (20) and (21) along with equation (16). 

cf = cf°Rex*-2''"'I-2'nil + e2]1 '2 (22) 

where 

C '°-*[£*'] 
-2/13 

On the assumption of moderate pressure gradient, Reynolds analogy 
may be employed, that is, 

Sh = ^ = KfSc^Rex* (23) 

where Sh is Sherwood number, h mass transfer coefficient, Du dif
fusion coefficient, and Sc Schmidt number. Substitution of equation 
(22) into equation (23) yields, 

S h = - C /
0S c

1 /3f i e x*"l/"3/-2/r13[l + e2]l/2 (24) 

2.3 Velocity Profiles. Now, to calculate the parameters already 
appeared, the velocity functions u* and g have to be selected, re
spectively, in laminar and turbulent flow. However, since g satisfies 
the boundary conditions equation (10), one may choose a second de
gree polynomial function common to both laminar and turbulent flow 
as, 

g = (1 - v)2 (25) 

For laminar, u* may be chosen as a fourth-degree polynomial given 

by, 

u* = Cn*n + 3(2 - Cn*h2 + (3Cn* - S)V
3 + (3 - C„*)TJ4 (26) 

where 
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Cn* = 1/C„ = 
du*\ 

d-q U=0 

Equation (26) obviously satisfies the boundary conditions of u * = 0 
at n = 0 and u* = 1, du*ldn = dhi*/drp = 0 at ?; = 1. The pressure 
gradient parameter C„* is still unknown, yet, all the assumed pa
rameters already appeared become functions of C„* only, because of 
the assumption of equation (26). As soon as C„* is specified, all of the 
parameters will be calculated, by the following relationships, 

G = G*/1260 

K*-. 

Hs = 63(8 - Cn*)/G* 

11 G^_ 

4 7C„*2-f 46C * + 184 

where 

G* = 144 + 12C„* - 5C„*2 

The pressure gradient parameter C„* may be correlated with a 
boundary layer edge velocity function ue(x) through the boundary 
condition at a surface as, 

d2u | due 

-ue dz2\z=o 

52 due 

v dx 

dx 

6(C„* - 2) 

Noting, G = 6/S and re = 1 for laminar, substitution of equation (20) 
into equation (28) yields, 

where 

8° = V2C^G (29) 

The preceding assumption on the constancy of the parameters such 

Table 1 Selected velocity profiles and their numerical values 

g(n) 

u(n) 

n 

Cn 

Hc 

Hj 

K* 

E N. B. 2 

D MB. 2 

EE N, B. 2 

e 
a 

cf 
0 

Laminar flow 

(1-n)2 

2n - 2n3 + V 

1 

0.500 

0.470 

2.55 

1.34 

8 or 5 (8.11) KB. 3 

2 (2.17) 

7 (6.93) 

0.685 

0.685 

0.959 

Turbulent flow 

(l-n)! 

n~ 

7 

8.74 HB.l 

0.0251 

1.29 

0.469 

4 (3.86) 

2 (2.18) 

3 (3.25) 

0.036 

0.0577 

0.0616 

N.B.I., The value by K.Wieghart, the cases of n=7,8,9&10 are 

available in [51al] . 

N.B.2., These values for exponents may well be taken as the 

integars around calculated values enclosed in paren

theses for convenience over integral calculation 

N.B.3., For a blade of a blunt nose, the value, of 5 by A.Waltz 

[56] should be recommended, while 8 for that of a sharp 

leading edge inlaminar flow. 

as Cn, Hi and K* can be substantiated when {xue'/ue\ in equation (29) 
is taken as a constant m. This leads one to consider the Falkner-Skan 
two-dimensional potential flow as given by, 

ue ozxm (30) 

A velocity distribution of this type of equation (30) may be realized 
for a flow passing an infinite wedge or an infinite cone, but is found 
also in the vicinity of a wedge-shaped leading edge of any closed body. 
The latter interpretation may be applied to the present model. 
Moreover, for properly shaped bodies, velocity profile of this type can 
occur at a sharp-cusped leading edge, even though the symmetry 
about the axis parallel to the free-stream direction is lacking. The 
relationship (30) specifies the departure function / as, 

•I-
l + Em 

(27) where 

E = 3 + 2H i (31) 

By substituting equation (31) into equation (29) along with G and Hs 

in equations (27), equation (29) finally reduces to a cubic character
istic equation with respect to C„*, 

5(1 + 3m)C„*3 - 2(11 - 30m)Cn*
2 

- 120(1 + 10m)Cn* + 288(1 + 10m) = 0 (32) 

(28) After noting that 0 < C„* < 4 (i.e., max («*) < 1, du*/dy\v=o > 0), 
furthermore for nonpositive pressure gradient, Cn* is restricted to 
the farther narrow range, 2 < C„* < 4 (i.e., ue' > 0). Cn*(m) has been 
computed through equation (32) over the range, 0 < m < 1, and fi
nally, all the parameters as functions of C„*(m) alone have been de
termined. 

The computed results give some prospect of calculating these pa
rameters more simply. Cn*(m) increases from 2.00 (m = 0) to 3.18 (m 
= 1), however, the change in nondimensional thicknesses such as G, 
Hi and K* are rather moderate since G varies from 0.118 to 0.112, Hi 
from 2.55 to 2.41 and K* from 1.34 to 1.11 when m is restricted to a 
moderate pressure gradient range, 0 < m < 0.2. Consequently, the 
parameters which are the functions of the nondimensional thicknesses 
follow the same manner as the nondimensional thicknesses for this 
range of m. Hence, one may take these parameters as some repre
sentative constant values rather than depending on m. For example, 
since E changes from 8.11 (m = 0) to 7.81 (m = 0.2), E may be taken 
as either the zero pressure gradient value of 8.11 or the rounded value 
of 8. This indicates, the velocity profile u* in the case of a flat plate, 
i.e., u* = 2i/ — 2i)3 + ri* (m = 0, C„* = 2), may well represent inclusively 
for the moderate pressure gradient range, and may be adequate for 
calculations of the parameters. This, in fact, was confirmed by com
paring the approximate value of skin friction obtained as E = 8 with 
the exact value referred to D. R. Hartree [6] (the maximum error 
approximately 10 percent at m = 0.2), The value of eight being dif
ferent from the well-known value of five [5.b] for the two-dimensional 
flow on a body with a blunt nose, which indicates that Hi and G may 
not be treated simply constant unless the body possesses a sharp edge. 
However, when E is taken as the value of five instead of eight, the 
present results will be also valid for the body with blunt nose. 

The calculated values using a selected fourth degree polynomial 
of zero pressure gradient for laminar and a V7th power profile for 
turbulent are listed, respectively, in Table 1. 

2.4 Application to Present Flow Model. General solutions can 
be promptly applied to the present flow model since y is to be con
stant, and the edge velocity ue may be given by the calculation over 
the corresponding two-dimensional potential flow with an aid of 
Schwarz-Christoffel's conformal mapping, which results in the same 
relation-ship as Falkner Skan's, 

•• 0xm: 0 < i < 1 (33) 

where 6 = ue(xo)/(rQ), m = **/(2TT - $*), and x0 the distance be
tween leading and trailing (downstream corner) edges measured along 
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the free-stream direction. The substitution of equation (33) into 
equations (20), (21) and (24) results, 

' - £ > 

8 = 9°(1 + Em)-n^n^Rex*-2/nH (34) 

\H, - 1/ 
1+-

E. \hi-l) 
y 

D 
Et 

l+ — m] 
D 

Sh = Sh0RM*"i/"3[i + e2]i/2 = Sh°Rex
ni'n>ae

ni/n3[i- + e2]1/2 

(35) 

(36) 

where Sh° = c/°/2 Sc
1/3[1 + Em]2'™, Rex - (/•«)*/«». Equation (34) 

indicates that the increase in incidence makes 8 thin. And equation 
(35) gives, 

dx 
/Hj + 1\ 
\ 2HS I 

1 + 
£<• 

D 

Et 1+ — m 

7/? 
1 - 771 

1 £ 0 (37) 

Equation (37) shows the limiting stream angle is to grow with in
creasing x. And equation (36) predicts that the mass transfer can be 
enhanced by inclining the flat blades. 

The more accessible correlation for Sh can be obtained on the as
sumption of moderate incidence. For moderate angles of incidence, 
Departure function It may be taken as a constant value of unit along 
*-direction, which simplifies equation (35) as, 

e =* e°(*/r) (38) 

when f is large, e will be 

« « 1 (39) 

Furthermore, for the moderate incidence, 

iie =* 1 (Except the region near the leading edge) (40) 

The relations (39) and (40) allow one to simplify equation (36) as, 

Sh = Sh°flel"i/»3 
When Sc = 2.5, using numerical values in table [1], 

Sh = 0.465(1 + 8m)1'2Rex
 1/2 (laminar flow, 0 < m < 0.2, 

i.e., 0 deg < ** < 60 deg) 

Sh = 0.0391(1 + 4m)1/bRex
m (turbulent flow, n = 7) (41) 

3 Exper imental Appara tus 
The schematic diagrams in Fig. 2 show the different parts of the 

apparatus. A duralumin blade has 1 mm depth mold on each surface. 
Naphthalene is heated in a glass beaker to about 100°C, and then 
poured to the mold of the blade which has been preheated to about 
60°C. 

Then, naphthalene is let cool down to the room temperature. After 
solidification, naphthalene surfaces are made smooth with a sharp 
knife. 

During the operation, the room temperature is kept at 25° C with 
a variation of 1°C by observing the temperature-recorder, and the 
temperature at the periphery of blades is measured using copper-
constantan thermocouple probes and the pyrometer at the beginning 
as well as at the end of the experiment. 

81 measuring points in nine rows have been chosen on a surface at 
r between 2.0 and 3.6 (the span to side ratio is 4.4) following to refer
ence [1], so that a local Sherwood number should be possibly corre
lated in the conventional form. Furthermore, the tip and center hub 
effects should be eliminated. The naphthalene height at these points 
on each surface is measured prior to the tests by an electronic mi
crometer. All data runs are done in a sealed laboratory whose volume 
is about 100 m3. The typical length of one data run takes as long as 
4 hr, during which typically a solid naphthalene sublimation of ap
proximately 150 lira in height is observed in the center of the surface. 

© Wedge blade ©Bearing 

© Hub (|) pulley 

(D Rotating shaft ® Motor 

Fig. 2 Schematic diagram of experimental apparatus Naphthalene coated 
blades with a chord length of 100 X cos ($/2) mm and a span of 200 mm have 
1 mm depth molds for solid naphthalene. The distance between the tips Is 400 
mm 

After the completion of the run, the surface height at the same 81 
points is measured again. The heights at four points chosen on a du
ralumin margin surrounding naphthalene surface are also measured 
to correct a positioning error. The highly precise screws connected 
with spiral spring are used for the adjustment in order to fix the blade 
surface on the same orientation as prior to the test as much as possible. 

' This positioning error is estimated to be less than 5 /iim, and has been 
corrected through the computation. The maximum total error over 
the measurements has been found to be about 5 percent. 

A local mass transfer coefficient is calculated in terms of the height 
difference during the test. Owing to the large volume of the sealed 
laboratory, the mass fraction in the environment is the order of 10~7, 
and which can be neglected, compared with the mass fraction at a 
surface of the order of 10~4. Hence, a mass transfer coefficient can be 
expressed with an aid of the perfect gas law as, 

h = RnynTwAz/Pn (42) 

where Rn is naphthalene gas constant, yn cast naphthalene specific 
weight, Pn naphthalene vapor pressure, Tw surface temperature, and 
Az height difference per unit time. 

Naphthalene vapor pressure is determined from the vapor pres
sure-temperature relation by Sogin [7]. This is the same procedure 
followed by Koyama [1]. 

Three kinds of blades having wedge angle of 15,30 and 45 deg were 
used by changing the attack angle as 0,10,12.5,20, and 45 deg at the 
speed of 200,400,800, and 1200 rpm. No tip and center hub effect was 
observed from the experimental data calculated from equation (42). 
Some data near the downstream corner showed higher transfer 
coefficient than expected. Similar phenomena were reported in ref
erence [1]. This could be due to the separation on the adjacent surface. 
These data were excluded from the procedure to determine a local 
Sherwood number correlation in the following section. 

4 Exper imenta l Resul ts and Comparison with 
Predict ions 

4.1 Experimental Correlations for Sherwood Number. The 
conventional correlation of forced convection mass transfer is, 

Sh = CRex
M (43) 

where multiplicative constant C corresponds to Sh° while exponent 
M stands for rii/ns in relationships (41). 

Exponent M in equation (43) was determined from the experi
mental data using a least square technique in the flow direction. M 
was found to be almost constant on the surface, however, it had two 
separate values to correlate variations of Q and $* in the experiments. 
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Allowing for an uncertainty of ±0.02, one value was found to be 0.5, 
and the other 0.6. The latter figure being between 0.5 and 0.8, re
spectively, for the laminar and the turbulent cases may indicate the 
flow, in this particular case, changes from laminar to turbulent 
somewhere along the stream line. One may call this type of flow 
"transient flow." 

Having established a value for the exponent in equation (43), next, 
the least square routine was reapplied to find the multiplicative 
constant. Fig. 3 shows variations of the multiplicative constant C with 
respect to $*. The data for exponent 0.5 lie along the dashed line of 
laminar prediction of Sh° in equation (41), indicating that the mul
tiplicative constant in laminar becomes large as $* increases. How
ever, no trend like this is seen in transient flow data for exponent 0.6. 
In this case, data are rather dispersed around the straight line of 
constant shown at the lower of the figure. 

In laminar flow case, the experimental results agree well with the 
prediction. For small inclinations, however, the points appear to be 
slightly over the predicted as shown in Fig- 3. The slight disagreement 
should be attributed mainly to the neglecting of e in the approximation 
procedure. From Fig. 3, the data for the laminar flow suggest C to be 
correlated as Sh° of the predictions, 

C = Sh° = 0.465(1 + < H/2 (44) 

Equation (44) gives the value of 0.465 as m tends to zero. This value 
has a good agreement with the value of 0.45 in reference [1]. 

On the other hand, for the suggested transient flow case, the data 
points are dispersed between 0.2 and 0.3. In this case, it is difficult to 
infer from the data the precise effect of increasing $* on Sh°. Dis
persion of the data is not at all surprising since, for the transient flow, 
laminar and turbulent regions are treated collectively on the surface 
rather than treating two regions separately, which, then, would ne
cessitate the information about transition point on the surface. The 
following correlation is proposed to be applicable for an approxima
tion for transient flow, 

Sh = 0.25 Re. (45) 

Besides enhancing the mass transfer coefficient as shown in 
equations (41), the negative pressure gradient has some other effects. 
One such prominent effect is pertaining to a transition to turbulence. 
Hence, the transition should be considered not only under the effect 
of angular velocity increase, i.e., Reynolds number increase, but also 
under the effect of the negative pressure gradient. 

For moderate angles of incidence in Fig. 3, $* less than 60 deg (m 
^ 0.2), the figure shows that the negative pressure gradient works to 
delay transition over a wide range of angular velocity. Except the data 
for 1200 rpm, almost all the data for C, including some of those as high 
angular velocity as 800 rpm appear in laminar flow for this range. This 
is due to the pressure gradient effect over stabilization, which has 
overcome the effect of angular velocity increase to help transition. 
Some 800 rpm data appearing in transient region show the pressure 

gradient effect has been at last overcome by the effect of angular ve
locity increase as the angular velocity reaches 800 rpm. For the range 
of moderate angles, 800 rpm data are the only data appearing in both 
laminar and transient regions if one datum point of 400 rpm at $* = 
45 deg in transient is excluded. Therefore, the critical angular velocity 
for this range may be taken to be around 800 rpm. While a corre
sponding critical angular velocity is evaluated to be approximately 
400 rpm, when the critical Reynolds number reported in [1] for a flat 
blade, i.e., 3 X 104, is applied into the present model. One may un
derstand, a critical Reynolds number twice as large as that for a flat 
blade at zero incidence is possible simply by tilting a blade at a 
moderate angle, * < 60 deg. 

However, this negative pressure gradient effect over stabilization 
seems to vanish as <3>* increases beyond 60 deg as seen in the figure. 
That is, not only at 1200 rpm but also some data for 200, 400, and 
800-rpm appear randomly in transient flow at ** between 60 and 80 
deg. Moreover, when $* is over 80 deg, all the data points, even the 
lowest 200 rpm, in the figure fall completely to the transient regime. 
This shows, the negative pressure gradient works for the range of large 
angles in a manner quite contrary to that for the range of moderate 
angles. That is to help transition promptly. This effect of negative 
pressure gradient for large angles affects even to the case of far under 
the critical angular velocity 400 rpm, which would be fairly laminar 
for the case of a flat blade at zero incidence [1]. 

Unfortunately, it has been found difficult to infer a precise inter
relation between an equivalent wedge angle increase and a critical 
angular velocity increase from the figure. But, from these discussions 
the critical angular velocity for moderate angles, can be taken as ap
proximately 800 rpm as a whole. Moreover, some critical equivalent 
wedge angle can exist between 60 and 80 deg. Beyond this value, the 
transition becomes strongly governed by the effect due to negative 
pressure gradient, and the angular velocity effect diminishes. 

4.2 Contour Map of Mass Transfer Coefficient. Using 
equation (36), the following relation is derived, 

h ozx-1(aexf)"^ns[i + t2] 1/2 (46) 

This can be transformed into the following equation for contour lines 
of equal sublimation. 

ftjm-2/m [! + £2]na/Zni = C O n s t . (47) 

Again, the assumption that r is large enough to give e « 1, may lead 
to a simplified relations as follows. 

i - 2 / n i - m 

i.e., r oc x 1 - m laminar 

r oc x1/i-m turbulent (re = 7, m < 1/4) (48) 

In order to clarify these results, Fig. 4 is plotted. Here, X-Y coor
dinates are attached to the surface with appropriately chosen di
mensions. It should be noted that, for rough approximation, X and 
Y can be used inter-changeably with x and r, respectively. 
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Point A is an arbitrarily chosen point on the surface. Line LO rep
resents the laminar flow case at zero incidence and line TO represents 
the turbulent now case. Now, the relations (48) indicate that these 
contour lines are gradually to be moved around clockwise as m in
creases, as shown in the figure. 

The explained trend of the contour lines has been strongly con
firmed by drawing contour maps for the present data. Fig. 5 is the case 
of equivalent wedge angle at 45 deg. Both laminar and turbulent 
contour lines are shown when angular velocities are 800 and 1200 rpm, 
respectively. 

Now, the area around a given point on the surface can be divided 
into two regions independently of angular velocity, as shown in Fig. 
4. 
That is, Region I: laminar flow 

Region II: turbulent flow. 
It is quite noticeable that the flow type may well be judged by the 
slope of the contour line passing through the focused point. Extending 
this discussion, these results could be reversely applied to estimate 
the unknown value of equivalent wedge angle by using relationship 
(48), provided equal height difference at more than two points on the 
surface is found after the sublimation. 

5 Conclusions 
The conclusions from this study are summarized as follows. 
1 For laminar flow, reasonably good agreement is obtained be

tween experimental results and the predictions through an extended 
Reynolds analogy. The resulting correlation is, 

Laminar flow Sh = 0.46!i(1 + 8m)I/2 R"x IN 

2 {<'or transient now, rough approximations can be made by the 
equation independent of the equivalent wedge angle as follows. 

Transient flow Sh = 0.25Rex 0.6 

3 The flow type can be judged reading directly the slope of the 
contour lines on the surface. The expressions for contour lines are: 

I,aminar flow r (X. x 1- m 

Turbulent flow r a: xl/4-m. 
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Fig. 5 Contour map of mass transfer coefficients 

4 The increase of equivalent wedge angle yields high mass transfer 
coefficients in both cases of laminar and turbulent flow. Moreover, 
the negative pressure gradient works in a manner to stabilize the 
laminar boundary layer for <1>* < 60 deg, but this effect vanishes and 
finally accelerates the transition for <I'· > 80 deg. 
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Buoyant Jets Discharging 
Nonvertically Into a Uniform, 
Quiescent Ambient—A Finite-
Difference Analysis and Turbulence 
Modeling 
A differential approach for analysis of turbulent, axisymmetric, buoyant jets and plumes 
issuing nonuertically into a quiescent, uniform ambient is presented, in which the govern
ing differential equations for conservation of mass, momentum, and energy, derived in 
a curvilinear, orthogonal coordinate system, are solved by a finite-difference method of 
the Dufort-Frankel type. This jet configuration is of interest with regard to the design of 
submerged, offshore outfalls from power plants. The analysis includes consideration of 
the transverse momentum equation as the jet follows a curved trajectory under the influ
ence of buoyancy forces. The turbulent shear stress and heat flux terms in the governing 
equations are evaluated through a relatively simple turbulence model which accounts for 
the effect of buoyancy on the apparent turbulent viscosity through the gradient Richard
son number. Predictions for buoyant jets discharging horizontally and at 45 deg to the 
horizontal are compared with recent experimental data and the results of other predic
tion methods. 

Introduction 

Jets which issue at any nonvertical angle into a denser quiescent 
ambient fluid follow a curved trajectory in response to the influence 
of buoyancy forces. Thus, a prediction scheme for such a configuration 
must be able to predict the jet trajectory as well as provide information 
on the flow properties within the jet. The buoyancy forces can be 
expected to influence the turbulent transport process, further com
plicating the prediction of the flow. The prediction of such jets is of 
interest with regard to environmental applications, especially in the 
design of submerged offshore outfalls from power plants. 

The analyses and/or prediction schemes [1-7] * proposed for this 
configuration to date have generally been integral in nature. Appli
cation of differential methods to buoyant jets following curved tra
jectories has been scant, although in [8, 9], fully three-dimensional 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER, Manuscript received by the Heat Transfer Division 
February 3,1977. 

procedures have been described. 
In the present paper, a two-dimensional differential approach for 

the analysis of turbulent buoyant jets and plumes discharged into a 
quiescent uniform ambient is presented, which would have the dis
tinct advantage of simplicity and economy of computer time over the 
more involved three-dimensional approaches. Here, a reduced form 
of the governing partial differential equations for conservation of 
mass, momentum, and energy, derived in a curvilinear, orthogonal 
coordinate system, is solved numerically. This finite-difference pro
cedure includes consideration of the momentum equation in the 
transverse direction. The turbulent shear stress and heat flux terms 
in the governing equations are evaluated through a relatively simple 
turbulence model which accounts for the effect of buoyancy on the 
apparent turbulent viscosity through the gradient Richardson 
number. Predictions for heated jets discharged horizontally and at 
45 deg to the horizontal are compared with recent experimental data 
and the results of other prediction methods. 

Analysis 4 

Flow Configuration. Pig. 1 shows the flow configuration and the 
curvilinear coordinate system used for the analysis of the buoyant jet, 
assumed to be axisymmetric, discharging at an angle So to the hori-

Journal of Heat Transfer NOVEMBER 1977, VOL 99 / 641 Copyright © 1977 by ASME

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



zontal. The ambient is assumed to be uniform in temperature and at 
rest. The s -coordinate coincides with the jet center line. The actual 
flow conditions do not require that the jet be precisely axisymmetric 
about the center line. The assumption of symmetry, however, greatly 
simplifies the analysis, and the merits of a model based on this as
sumption were thought worth exploring considering the alternatives 
of employing a fully three-dimensional analysis and the associated 
uncertainties concerning turbulence modeling. In fact, it is questioned 
whether the available experimental data are sufficiently detailed to 
permit the verification of the turbulence modeling required for a fully 
three-dimensional calculation. 

The analysis will proceed assuming that the ambient is infinite in 
extent. This excludes the prediction of the spreading region close to 
any free-surfaces, since in that case additional terms would have to 
be introduced into the governing equations, altering their parabolic 
nature. However, the method may still have merit for submerged 
shallow-water discharge calculations in the region of interest, as the 
most stringent thermal "mixing zone" as defined by present envi
ronmental standards applied to coastal installations usually ends 
before the surface field is established [10,11]. It is true that standards, 
hence applications, could change with time, but a better way of cal
culating this class of flow is of interest. Also, some ideas from the 
present parabolic analysis may carry over, particularly to the partially 
parabolic approach and perhaps even to the fully elliptic, encom
passing more complex circumstances related to the discharge prob
lem. 

Governing Equations. The fluid is assumed incompressible and 
density variations are neglected everywhere except in the buoyancy 
force terms. Viscous dissipation will be neglected in the energy 
equation and the usual boundary-layer assumptions will be used to 
eliminate the second derivatives with respect to the streamwise di
rection in the momentum and energy equations. Viscous terms will 
be neglected entirely in the momentum equation in the transverse 
direction; the resulting equation can be interpreted as a force balance 

on a stream tube being deflected by the component of buoyancy force 
in the transverse direction. Accordingly, the conservation equations 
for the axisymmetric buoyant jet can be written 
Continuity: 

- (uy) + — (vy) = 0 
ds dy 

s-momentum: 

du du Id (p„ — p) 
u \- v — = (yr) -\ g smtf 

as dy py dy p0 

y-momentum: 

Energy: 

~>d8 
ui — : 

ds 
(/»- - P) 

1 
PO 

cos 8 

dt at 
u \- v — : 

ds dy 

1 d i , 
— — i-yq) 
pcPy dy 

(1) 

(2) 

(3) 

(4) 

A similar equation exists for species concentration. However, for il
lustrative purposes, the role of temperature will be emphasized here. 
A detailed derivation of the equations for this flow configuration is 
given in [12]. The wavy lines in equation (3) denote space averages 
over the flow cross section. Appropriate boundary conditions are 

du 

dy 
• (S, 0 ) : 

dt_ 

dy 
(s, 0) = 0; v(s, 0) = 0 

lim u(s, y) = u . lim t(s,y) = £« (5) 

In addition, initial distributions of u, t, and 8 must be provided at a 
starting value of s. 

The density difference terms in equations (2) and (3) are related 
to the temperature of the fluid through 

• N o m e n c l a t u r e -

cp = specific heat at constant pressure 

do = diameter of jet or plume at discharge 

Fro = discharge Froude number, uo2/[gdo(p«°0 
— Po)/po], dimensionless 

g = acceleration of gravity 

g = gravity vector, — gk 

H = discharge depth 

is, iy — unit vectors parallel to the s, y axes, 
respectively 

k = thermal conductivity 
Ks, K4 = constants in models for turbulent 

viscosity 
( - mixing length 
£0 ~ mixing length uncorrected for buoyancy 

effects 
n = total or effective kinematic viscosity 
N = dimensionless total or effective kine

matic viscosity n/v 
nn = total or effective diffusivity for heat 
NH = dimensionless total or effective diffu

sivity for heat, nu/v 
Pr = Prantdl number, via 
q = heat flux due to molecular and turbulent 

transport 
Reo = Reynolds number at discharge, uodo/v, 

dimensionless 
Ri = gradient Richardson number, 

-(?/fv 
Pa \dy/ by I 

ro = radius of jet or plume at discharge 

s = distance along jet or plume axis 
S = dimensionless axial distance, SUQ/V 
AS = increment of S 
t = temperature 
T = nondimensional temperature, (t — t„) 

/(to - i„) 
To.a = discharge temperature, in degrees 

absolute 
u = s -component of time mean velocity 
U = dimensionless s -component of time 

mean velocity, u/uo 
v = y -component of time mean velocity 
V = dimensionless y-component of time 

mean velocity, V/UQ 
x = distance along x -axis 
X = dimensionless distance along x-axis, 

XUQIV 

y = radial distance from jet center line 
Y = dimensionless radial distance from jet 

center line, yuo/v 
yi/2 = radial distance from jet center line to 

point at which (u. — u«,)/(uc — u . ) = 0.5 
yi i/2 = radial distance from jet center line to 

point at which (t — t„)/(tc — t„) = 0.5 
A.Y = increment of Y 
z = vertical distance 
Z = dimensionless vertical distance, ZUQ/V 
a = thermal diffusivity, k/pcp 

ft = isobaric volume expansivity, —(dp/ 

dt)p/pret 
i5 = mixing layer thickness 
p. = viscosity 

v = kinematic viscosity, p./p 
P = density 
T = total or effective shear stress in s-mo

mentum equation 
8 = angle between is and the horizontal 

Subscripts 

c = evaluated at edge of core or at jet center 
line if no core exists 

p = evaluated at constant pressure 
e = evaluated at outer edge of jet 
% = evaluated at velocity half-radius 
0 = value at jet discharge 
ref = reference value 
T = turbulent flow quantity 
00 = free stream or ambient value 
i, j = lattice or grid indices corresponding to 

S, Y directions, respectively 
+, — = used in special notation, AY+ = (Y;+i 

- Yj), AY_ = (Yj - Yj-t), and similarly 
for AS 

max = maximum 
min = minimum 

Superscr ipts 

( )' = on dependent variables, fluctuating 
quantities 

( ) = on dependent variables, time mean 
quantities 

(—•) = vector quantities 
( j = space averages over flow cross sec

tion 
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(p~-p) 

Po 
m-t„) (6) 

An equation of the same form can be used to relate density differences 
to concentration differences as well. The shear stress, T, in equation 
(2) includes both the viscous and apparent turbulent contributions 

du —— : H pv u 
dy 

(7) 

and likewise, the heat flux, q, in equation (4) includes both molecular 
and turbulent transport 

, dt -n 
q = —« 1- pCpV t 

3y 

(8) 

Model for the Turbu len t Transpor t . Using the Boussinesq 
concept of eddy viscosity, r can be evaluated as 

T = p(v + VT) 
du 

dy 

du 
pn— 

dy 
(9) 

where VT is the turbulent viscosity and n the total effective viscosity. 
It was assumed that the turbulent diffusivities for heat and momen
tum are related through 

aT — //y/Pr<7* (10) 

where Pr*r is the turbulent Prandtl number, which was set equal to 
a constant value of 0.7 for the calculations described in the present 
paper. The heat flux, q, can be written as 

-pcp(a + cr/Pr-r) — = ~pcPnH — 
dy dy 

(11) 

where ra# is the effective thermal diffusivity. 
In [13] a relatively simple turbulence model was found to provide 

good agreement with experimental data for the vertical jet discharging 
to uniform and stratified ambients. One of the objectives of the 
present study was to determine the modifications required, if any, to 
this simple model in order to accurately predict jets with curved tra
jectories, and to determine if these modifications correlated with the 
gradient Richardson number in such a way as to suggest that the major 
additional influence on the turbulent mixing in the curved buoyant 
jet case, compared to the vertical jet, was due to buoyancy. The mixing 
length computed without accounting for the effects of buoyancy will 
be denoted as £o- The reference turbulence model which worked well 
for vertical jets [13] is given by 

VT = (o2 
[du\ 

lay! 
U = 0.07626 

for the initial mixing region where 5 is the width of the mixing layer. 
After mixing penetrates to the jet center line, i.e., in the main region, 
the constant viscosity model was used: 

VT = 0.0246y1/2(umax - umm) (13) 

The need to utilize two models or two sets of constants for the two 
regions is discussed in [14]. In the model represented by equation (13), 
a reference mixing length can be defined from 

vT = 0.0246y1/2(«n n ) ' I — I 

whereby if \du/dy\ is interpreted as («max — Mmin)/yi/2> then the 
equivalent reference mixing length is /n = (0.0246)1/2yi/2. 

It will be seen subsequently, in the Results section, that this model 
predicts the trajectories of horizontally discharged buoyant jets rea
sonably well but that the decay of center line temperature is somewhat 
underpredicted, suggesting that the apparent viscosity (and con
ductivity) is somewhat greater than indicated by equation (13). 

Several investigators (see especially [15,16]) mention the influence 
of buoyancy on mixing and recommend modifying the mixing length 
to account for this effect. 

Bradshaw [16] gives a good discussion of buoyancy effects on the 
apparent turbulent stresses and presents some well-known empirical 
formulae which predict buoyancy effects as a function of Richardson 

Fig. 1 Curvilinear coordinate system and finite-difference grid for buoyant 
Jet analysis 

number. In the present work, the formula of Keyps for the modifi
cation of the apparent mixing length, valid for negative Richardson 
numbers typically in the range —0.5 < Ri < 0, was used. This is of the 
form 

z'11- • K4Ri)° (14) 

where £Q is the mixing length without buoyancy and t is the modified 
mixing length. Ri denotes the gradient Richardson number, which 
is the ratio of buoyancy to inertia forces, and is defined as 

(dp\ I/du\ 

Pa \dy) I \dy> 
(15) 

In equation (15) the density gradient can be expressed in terms of 
temperature gradient by substituting the definition of ft the thermal 
expansivity of fluid, i.e., 

*"£(=) 
(12) This yields 

- *©/ ( \dy) 

(16) 

(17) 

For the present analysis, it was found more convenient to use a 
global representation of Ri as follows: 

f ( t c - t » ) l l\{uc-ua)\2 
Ri = gPa 

S \l I b 

8a(tc - t„)5/uc
2 (18) 

A value of K4 = 16.342 in equation (14) was found to give good re
sults. 

It is important to note that the effective turbulent viscosity appears 
to be mainly influenced by the components of the destabilizing de
rivatives involved in equation (17) which are in the direction of the 
earth's gravity. This was seen to be approximately true from the 
vertical plume results of [13], in which the deviation of predicted 

2 An earlier erroneous definition of Ri [12] involved 1/T„ instead of f}a in 
equation (18). Based on this definition, Kt =J.O was used, which when multi
plied by ft,T„, both /3„ and T„ being constant for the test cases considered, gives 
16.34. This is, incidentally, very close to the often cited value of 18 for Kt. The 
authors are grateful to one of the reviewers of this paper for making this error 
evident. 
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center line decay values from experiment was not significant enough 
to suggest modifying the mixing length to include a Richardson 
number effect. Naturally, there may be some secondary coupling ef
fects in the turbulent motion which could be accounted for by more 
complex models. However, the analytical results of [13} do suggest 
that it is the component of the buoyancy force in the transverse di
rection which is primarily responsible for altering the turbulence 
structure. The component of the buoyancy force in the transverse 
direction itself is expected to vary around the periphery of the jet 
having the maximum destabilizing effect at the top and maximum 
stabilizing influence at the bottom. The present study, which utilized 
an axisymmetric flow model, indicated that it was the destabilizing 
component which must be allowed to dominate in order to predict 
trends for the decay of center-line temperature which are in agreement 
with experimental results. This seems plausible since in the buoyant 
curved jet experiments where the mixing phenomena are not axi
symmetric, center-line values lose their significance and it is maxi
mum decay values (enhanced by the more intense mixing in the upper 
part of the jet) which most experimenters are reporting in these cir
cumstances. Accordingly, with Ri defined as indicated in equation 
(17), and making use of the coordinate system indicated in Fig. 1, it 
is cos 8 X Ri rather than Ri which should appear in the equation 
predicting the effect of buoyancy on mixing length: 

A,U - K4Ri cos 0)0 2 6 (19) 

Here, 6 is the local angle, so that as the jet turns upward, 6 will in
crease, effectively reducing the effect of Ri on the mixing length. 

Equation (19) was implemented in the model of equation (13) as 
follows: 

VT (based on tQ) = t<?\— ~ (Ksym
2) — — 

I dy I yi/2 

= Kayi/2(umax — Umin) 

„ I du I ( 2 I „ I du I \ 
vT based on t) = (2 — = —- [e0

2 — ) 
\dy\ (0

2\ Idyl / 

I>T = K3yi/2(umm - um i n)( l - K4R1 cos 0)0-5 (20) 

so that 

i.e., 

where K3 = 0.0246. 
Equation (20), then, defines the model that was used in the present 

analysis to describe the turbulent viscosity in the main region of flow. 
It is essentially Prandtl's constant viscosity model that was employed 
successfully in the vertical jet configuration [13] together with a term 
to account for the effects of buoyancy on turbulence mixing. The 
constant K3 has been carried over from the vertical configuration 
unchanged. In the initial region, Prandtl 's mixing length model 
(equation (12)) was used unchanged from its earlier applications for 
the straight-line jet configurations [13,14]. 

Solution Method. The problem formulated through equations 
( l ) - ( l l ) is parabolic in character, permitting the solution to be 
marched in the s-direction starting with initial distributions of ve
locity and temperature and an initial flow angle. 

The method used for solving all but the y -momentum equation is 
similar to the explicit DuFort-Prankel procedure used in [14] for jets 
following straight-line trajectories. Fig. 1 shows the finite-difference 
grid being used. The essential details of the finite-difference formu
lation, truncation errors, stability of the numerical scheme, etc., can 
be found in [12]. 

Generally, step sizes in the s-direction were 8-10 percent of the 
width of the mixing zone. 

Although various numbers of grid points in the transverse direction 
were used in studying the convergence properties of the procedure, 
most calculations were made by dividing the discharge radius into 20 
Ay increments. Most jet calculations reported in this paper have re
quired less than one minute and none more than two minutes of 
computation time on the IBM 360/65 computer. 

Results 
Nonvertical buoyant jets have been studied experimentally by 

Cederwall [17], Bosanquet, et al. [2], Frankel and Cumming [18], 
Anwar [4], Fan [3], and, most recently, Ryskiewich and Hafetz [19], 
Bosanquet, et al., and Fan measured center-line trajectories; Frankel 
and Cumming measured the center-line concentration, but Anwar 
and Ryskiewich and Hafetz measured both center-line trajectories 
and concentration (or temperature in the case of Ryskiewich) for 
horizontal and inclined jets at different discharge Froude numbers. 
In this study, the Ryskiewich and Hafetz data were chosen for com
parisons as they are the most recent and complete. With regard to the 
other data, Hirst [20] states that Cederwall's data were obtained with 
different initial conditions, making it difficult to draw conclusions 
from his data. Frankel and Cumming provide results only for cen
ter-line values. Also, Abraham [1] and later Pryputniewicz [21] seem 
to discount the validity of these data since they were not obtained 
under steady-state conditions. Fan's results show only trajectories. 
Also, Fan's data are for much larger Froude numbers, i.e., lower 
buoyancy effects, hence less deflection, so that the jet travels much 
farther to turn the same distance upward as a more buoyant jet. Apart 
from being of less interest to us, this would also involve more computer 
time; hence it was not compared. 

The importance of the effect of buoyancy on the turbulent viscosity 
is demonstrated in Fig. 2 for a jet discharged horizontally at Fro = 64. 
In the initial mixing region, equation (12) was used in all calculations. 
For the results shown in Fig. 2(a), the buoyancy effect on turbulence 
was neglected, i.e., K4 = 0.0 was used in equation (20). For the results 
of Fig. 2(b), K4, = 16.34 was used in equation (20). The predicted 
trajectory remains close to measurements in both cases, but using 
equation (20) with K4 = 16.34, which permits turbulent viscosity to 
be influenced by buoyancy, considerably improves predictions of 
center-line temperature. From this comparison the Richardson 
number is seen to have a strong effect on the decay of center-line 
temperature but only marginal effect on the jet trajectory. No previous 
discussion of this finding has been noted in the literature to date. 

In Fig. 3 the trajectory predicted by the present method is compared 
with the recent experimental data of Ryskiewich and Hafetz [19] for 
the horizontally discharged jet with Fr0 =16. The predictions of Hirst 
[5], Fan and Brooks [6], and Abraham [1] are also shown. The pre
diction of the present method is seen to agree well with the experi
mental data. 

Fig. 4 gives a similar comparison for a horizontal discharge with Fro 
= 64. The predictions of the present method are again seen to provide 
the best agreement with the experimental data. Good agreement with 
the data of Ryskiewich and Hafetz has also been noted for Fro = 256, 
but the comparison will not be shown here due to space limita
tions. 

Comparisons of the predicted and measured decay of center-line 
temperature for the same two flows considered in Figs. 3 and 4 are 
shown in Figs. 5 and 6. The present method is seen to provide excellent 
agreement with the experimental measurements. 
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Fig, 2 Comparisons to show the influence of Ri on predictions for Fr0 = 64; 
buoyant jet discharged horizontally to a uniform ambient (a) decay of cen
ter-line temperature, (b) jet trajectory 
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= 64; jet discharged horizontally to a uniform ambient 

Comparisons are not shown with the experimental results of Anwar 
[4] for this flow configuration. For Fro = 16, Anwar's results agree very 
closely with those of Ryskiewich and Hafetz [19]. For Fro = 64, how
ever, there is a significant difference. The reason for this discrepancy 
between the experimental results is not clear. If free surface effects 
were a factor, they would cause greater deviation in the data of Anwar, 
since in his experimental setup, H/d0 varied from 27 to 70, whereas 
the results of Ryskiewich and Hafetz that have been used for com
parison were obtained at H/do = 80. 

Results for the buoyant jet discharged at 45 deg to a uniform 
quiescent ambient are presented in Figs. 7-9. In Fig. 7 good agreement 
is noted between predicted and the experimental trajectories mea
sured by Ryskiewich and Hafetz [19] for Fro = 16,64, and 256. Figs. 
8 and 9 compare predicted and measured decay of center-line tem
perature for Fr = 16 and 256, respectively. Predictions by the method 
of Fan and Brooks [6] are also shown in Figs. 8 and 9. 

Although it would be desirable to test the present prediction 
method over even a wider range of discharge angles, it is encouraging 
to note that the level of agreement appears to be about as good for flo 

= 45 deg as for 6Q = 0 deg, suggesting that the mathematical and 
turbulence modeling employed has a useful degree of generality. 

Concluding Remarks 
A finite difference prediction method which includes a lumped 

parameter treatment of the transverse momentum equation is seen 
to work well for the analysis of buoyant turbulent jets following curved 
trajectories in quiescent ambients. A simple turbulence model which 
utilized a global evaluation of the gradient Richardson number to 
account for the effects of buoyancy on the apparent turbulent viscosity 
was shown to be adequate to predict the available experimental data 
in terms of both trajectory and flow properties within the jet. It is 
interesting to note, however, that the jet trajectories themselves could 
be predicted fairly well while ignoring the effects of buoyancy on the 
turbulent viscosity. 

For the range and type of data available with which to test the 
analysis, the results tend to justify the use of the axisymmetric as
sumption as a convenient means for simplifying the analysis without 
significant loss of accuracy. In fact, for the comparisons shown, there 
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is no indication that the use of a fully three-dimensional analysis or 
the use of a more complex turbulence model could provide better 
predictions for the flow configuration considered. 

The present analysis could be used essentially intact to predict jets 
such as from sewage outfalls where the initial density difference is due 
entirely to differences in species concentration (as for example, dif
ferences in salinity) rather than temperature differences. The reason 
for this generality is that for fully turbulent flows, the partial differ
ential equations and boundary conditions in nondimensional form 
are identical for both the equation for conservation of species and the 
energy equation. The density difference formulation should be used 
for the buoyancy terms in the momentum equation in this application, 
however, rather than the temperature difference relationship, equa
tion (6). 
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ERRATUM 

Erratum: V. E. Schrock, E. S. Starkman, and R. A. Brown, "Plashing Flow of Initially Subcooled Water in Convergent-Divergent 
Nozzles," published in the May 1977 issue of the JOURNAL OF HEAT TRANSFER, pp. 263-268. 

Pigs. 10 and 11 contained incorrect curves for the isentropic homogeneous model (IHE). The curves were taken from R. A. Brown's thesis 
(reference [2] of the paper) where the IHE procedure was correctly described. The source of the error is not clear. Corrected figures are given 
here. The results shown are based upon neglect of liquid compressibility which was found to influence IHE predictions on the order of one 
percent only. To simplify the appearance of the figures, the curves labeled Two-Step II have been deleted, since that model produced poor 
comparison with the experimental data. 

The first conclusion of the paper must be modified in light of this error. As the corrected figures show, the experimentally observed flowrates 
are higher than predicted by the IHE model, but by a much smaller margin. The difference is generally less than 60 percent of the experimental 
value or 150 percent of the IHE prediction. It remains true that the data show a delay in the onset of nucleation and therefore a degree of 
metastability in the expansion process. 

The erroneous results for the IHE model also appeared in an earlier version of the paper under the same title, i.e., ASME Paper 76-HT-12. 
The authors are grateful to Professor R. L. Collins of the University of Louisville, who called attention to the error. 

In Table 1 the temperature entry for run 3 (166.1) is incorrect. The correct value is 221. 
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An Analysis of Deep Submerged 
Multiple-Port Buoyant Discharges 
The results of an experimental study of deep submerged multiple-port thermal dis
charges are compared to the predictions of a theory treating the dilution of merging multi
ple-port buoyant jets discharge from a row of equally spaced ports. The paper summa
rizes the considerable alteration of the Hirst [11] model necessary to adequately treat 
merging multiple jets. The essential features of the analysis are: (1) the gradual transi
tion of the profiles from simple axisymmetric profiles to merging profiles and finally to 
fully merged, pseudo-slot, two-dimensional profiles, and (2) an entrainment based on the 
available entrainment surface. Results indicate that the ouerprediction of plume charac
teristics associated with certain other models as compared to experimental data may be 
overcome using such an analysis and that suitable prediction may be obtained. 

Introduction 

It is predicted that the future energy needs of this country will be 
met primarily by nuclear- and fossil-fueled electric generating sta
tions. Since these plants are for the most part 35-40 percent ther-
modynamically efficient, a considerable amount of the energy will be 
released as waste heat. With this magnitude of waste heat, the effects 
of large thermal discharges to the environment become a legitimate 
concern. Regulating agencies have developed specifications con
cerning ambient temperature and dilution requirements for the re
gions near the waste-heat discharges. It is, therefore, necessary for 
the utility (or other appropriate industries) to design and construct 
discharge systems which meet dilution requirements and are cost 
effective. One design which has been advanced to meet these goals 
is the multiport diffuser. This paper presents a multiport discharge 
model recently advanced and compares the predictions of this method 
to those of other models and to experimental data. 

The plumes from submerged multiport discharges can be divided 
into distinct flow regions characterized by their velocity and tem
perature profiles. Near the source is the zone of flow establishment 
where the "top hat" profiles of each discharge change to gaussian-
shaped profiles. In the zone of established flow, these profiles remain 
similar, changing only in magnitude. In the merging zone, these single 
plumes slowly merge into one another forming a long pseudo-slot 
plume. This merging region can occur anywhere along the trajectory 
of the plume, depending upon ambient conditions and the initial port 
spacing. If the plumes reach the free surface, there is an additional 
surface transition zone where they change to drifting surface plumes. 

Since it was desired to investigate the effects of merging, in this paper 
the plume is considered unconfined and attention is focused on the 
zone of established flow and the merging zone. 

Historical Background 
Most of the analysis performed to date has dealt with either the 

single round jet or the single slot jet, both of which were successfully 
treated by two-dimensional integral analyses with the assistance of 
similarity assumptions. Only recently have attempts been made to 
treat discharges in which similarity is not possible using numerical 
methods (Trent and Welty [l],1 Shetz [2]). 

Efforts to extend beyond the single port outfall or the slot jet have 
not been directed toward modeling the merging process of several jets 
but rather to adapting the solutions of the single round jet and the 
slot jet to give predictions for the multiple jet case. The two notable 
works in this regard are those of Koh and Fan [3] and Jirka and 
Harleman [4]. Koh and Pan simulated the multiple buoyant dis
charges as single jets until certain merging criteria were met and then 
shifted simulation to the slot analysis. Transition occurred when the 
entrainments for both cases were equal or when the width of the round 
jets equaled the spacing between the jets. Jirka and Harleman sug
gested that the multiple round jet discharges could be treated as a slot 
jet provided certain adjustments were made in the parameters de
scribing the plume. For their "equivalent slot" method, the same 
discharge per unit diffuser length and the same momentum flux per 
unit length as the multiport discharge is required. This results in a 
theoretical slot of width, B - Dsir/4L where D and L are the actual 
port diameter and spacing between ports. 

Experimental studies have been performed by Jirka and Harleman 
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by the Heat Transfer Division February 18,1977. Paper No. 76-WA/HT-19. 1 Numbers in brackets designate References at end of paper. 
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[4], Koh, et al. [6], Argue [7], Liseth [8], Iwasa and Yatsuzuka [9], and 
Kannberg and Davis [5]. With the exception of Kannberg and Davis 
[5] and Kannberg [10], all of these studies involved discharges that 
were either into confined ambients or from diffusers that did not 
constitute a single row of discharge ports. Thus, little work has been 
done on the effects of merging on dilution and trajectory. 

T h e M e r g i n g J e t M o d e l 

Hirst [11, 12] presented an excellent analysis of the single port 
discharge. He developed the axisymmetric equations of motion and 
energy from the Navier-Stokes and energy transport equations. He 
employed the Bousinesq assumption, boundary-layer approximations, 
low Eckert number, fully turbulent, steady, and incompressible flow 
considerations to make the equations tractable. By assuming ax-
isymmetry and integrating in the radial direction the equations may 
be reduced to the following form: 
Continuity 

d_ 

ds I — 1 urdr = —lim {rv) = E (1) 

S o " ^ 

Energy 

d_ 

ds 

s-momentum 

A 
ds 

T„)rdr = = -
dT„ 

ds s; urdr - lim (ru'T) (2) 

— C"u 
ds Jo 

2rdr = U„E sin B\ cos ( 

r g/3 (T - T„)rdr sin 62 - lim ( r a V ) (3) 

Curvature equations 

d 6 2 

ds 
f'WT-

Jo 
T„)rdr cos 9 2 - EU„ sin 8i sin 92]/g 

and 

where 

E l / „ COS ( 

ds ' m = — -q cos 02 
(5) 

r ° _ E2 

q= I u2rdr - lim ( r V z ) (6) 
Jo 4 r—~ 

The various terms in these equations are defined in the Nomenclature. 

The equations have been divided by 2-K and the specific heat where 
appropriate. The curvature equations are formed from appropriate 
combinations of the component momentum equations. Fig. 1 illus
trates the coordinate system used and defines 6\ and 02- The integrals 
in these equations can be easily evaluated once suitable velocity and 
temperature profiles are assumed. Most researchers employ gaussian 
profiles; however, for this work the 3/2 power profiles successfully 
employed by Stolzenbach [13] were found to be more convenient since 
they have a defined edge. 

In the zone of established flow, axisymmetric profiles of tempera
ture and velocity are assumed to be 

u = Aw + [/«, cos 9 2 sin 9i 

where 

and 

Au = Au, 
r\ 3/2\ 2 

('-©') 
/ , - \ 3/2\ 2 

A T - A T . ( l - Q ) 

where b is the full half-width of the plume. These profiles are very 

»~Z 

Fig. 1 The coordinate system employed by Hirst [11] 

• N o m e n c l a t u r e . 

A = area 
a = entrainment coefficient 
oo,i,2,.. = entrainment coefficients 
B = slot plume discharge point width 
b = 3/2 power profile plume half width 
Co = drag coefficient 
D = port diameter 
E = entrainment 
F = Froude number = U0/{&p/P0gD)1/2 

Fu - drag force 
Fi = local Froude number 
/ = time averaged quantity 
/ ' = fluctuating quantity 
G 1,2,3,4 = flux quantities in the zone of single 

plume flow 
g = gravitational force (without bar—the 

gravitational constant) 
#1,2,3,4 = A u x quantities in the merging 

zone 
h i,2,3 = incomplete integrals defined in the 

merging zone 

L = distance between ports 
/Vi,2,3 = normal terms, employed in the drag 

force relation 
q = defined in the text 
R = towing ratio = I W t / o 
r = plume radius and radial coordinate 
S,s = distance along center line and center-

line coordinate 
T = temperature 
T„ = ambient temperature 
Tc = center-line temperature 
ATC = (Tc - T.) 
U0 = port discharge velocity 
U„ = ambient velocity 
u = velocity in the S-direction 
uc = center-line velocity in the S-direction 
Auc = (uc — Un cos 62 sin 9i) 
v = velocity in radial, r-direction 
w = plume width 

X = horizontal downstream distance and 
coordinate 

Y = vertical coordinate and height above 
ports 

Z — transverse coordinate along line of 
ports 

a = measure of merging = Lib 
(S = coefficient of thermal expansion 
f = merging coordinate along line of jet center 

lines 
•q = merging coordinate perpendicular to the 

S-f plane 
02 and 9 = angle of plume center line to the 

X-Z plane 
0i = angle of projection of the plume center 

line on the plume center line on the X-Z 
plane from the Z-axis 

p = density 
Ap = (/> - />„) 
po = discharge density 
p„ = ambient density 
<)> = circumferential plume coordinate 
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similar in shape to Gaussian profiles, but their defined edge and the 
assumption that velocity and temperature are the same give a definite 
point for merging calculations to start. With these relations the in
tegrals may be evaluated and the following differential equations 
obtained: 

Continuity of mass 

Energy 

s-momentum 

— Gt = E 
ds 

^ G 2 = - ^ G l 
ds ds 

d 
— G3 = EU*. sin 0i cos B2 + G^g sin 02 
ds 

(7) 

(8) 

0) 

Curvature equations 

— = EU„ cos 6 I / \ ( G 3 - ~ ) cos 021 (10) 

and 

dth „ „ , / / „ E2 

ds 

where G; become the independent variables, defined as 

Fig. 2 The coordinate system for the merging plume analysis 

u = Au + [/oo cos 02 sin 0\ 

.3 /212 

(-EU~ sin 02 sin 01+g cos 0 2 G , j ) / 7 G 3 - — ) (11) Auj-= Auc | 1 - / ^ V 2 | 2 for 0 < f < L - 6 

—[Mr)2+('-(¥ni 
Gi = 0.12857Auc6

2 + — [/„ cos 02 sin 0X (12) 

G2 = 0.066758AucATc6
2 - 0.1285762Arc£/„ cos 02 sin 0X (13) 

G3 = 0.066758Auc
262 + 0.25714fe2Awcf/co cos 02 sin 01 

b2 

+ —UJ cos202 sin20i (14) 

G4 = 0.12857b2/3ATc (15) 

The ambient turbulence terms have been omitted from this presen
tation for brevity, but they are included in the computer program for 
use when information is available. The quantities G,- (i = 1,2,3,4) are 
the local mass flux, energy flux, momentum flux, and density defi
ciency, respectively, divided by 2w and specific heat where appro
priate. The values of G; can be obtained by stepwise integration of 
equations (7)-(l l) using a Runge-Kutta or Hamming Predictor-
Corrector scheme once a proper entrainment function, E, is obtained. 
The subsequent calculation of the center-line temperature and ve
locity and the plume width is an exercise in solving three equations 
in three unknowns. The initial conditions for these calculations can 
be obtained from zone of flow establishment calculations similar to 
those presented by Hirst [12] using the appropriate 3/2 power pro
files. 

The calculation continues in the streamwise (s) direction.until the 
width of the plume is equal to the spacing between the jets. At this 
point the jets begin to merge and the profiles are no longer axisym-
metric. For the purposes of smooth transition and a continuous so
lution of the differential equations between the zone of established 
flow and the zone of merging, the profiles employed for the merging 
region should have the following qualities: 

1 The profiles should be smooth in all directions. 
2 The slopes should be zero at f = 0, i\ = 0, and f = L/2, tj = 0 (see 

Fig. 2). 
3 When the plumes just begin to merge they should retain their 

single-plume profiles. 
4 The profiles should be the superposition of the single-plume 

profiles (where applicable) with no point allowed to exceed center-line 
properties. 

5 The profiles should maintain the characteristics of similar 
profiles in s. 

With the foregoing considerations, the following profiles are as
sumed in the zone of merging: 

for L - b < f < L/2 

—.['-en 
AT f = A r c [ " l - / - V 2 ] 2 for 0 < f < L - 6 

».-»'.[(*-(&7+('-(£f-')7] 
for L - b < f < L/2 

where 

c 2 = i , 2 _ f 2 

After AUJ- = Auc at f = L/2, then it is assumed that Au;- = Awc for all 
f. The same is assumed for temperature. Theoretically, before Auf 
= Auc at f = L/2, b > L implying that there are three plumes merging 
instead of two. The contribution of nonadjacent plumes is considered 
minor and is neglected in the analysis. This is consistent with other 
fluid dynamic assumptions. 

With the profiles described, the governing relations may be written 
as follows. 

The continuity equation becomes 

d[hSSM ds 

\ - f P (Aw + £/„ cos 02 sin 0i)dijdf 
LIT JO JO J 

ds 
Hl=E (16) 

where 

0 90 b2 

Hi = -^-62Aucfei(a) + — [/„ cos 02 sin 0ih2(a) (17) 

a = Lib 

hiia) = f "n VI=^ (1 - x3/2)dX Jo 

+ f ° / 2 v T ^ ( l - ( a - x ) 3 / 2 ) 2 d x (18) 
%/ ct~ 1 

and 
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W«) = 2 JJ'1 vT^dx2 

- iv^—-© <»» 

d02 -EU„ sin 02 sin 0t + H<sg cos 02 

ds #2 
(31) 

ff3-

After Atif = Auc at f = L/2, one obtains, 

b2 

TJi = —0.45A«C + f/„ cos 02 sin 0i h2(a) (20) 

For the energy equation, 

ds L2ir J J A J ds LIT JO JO 

+ LLcos02sm0i)AT,,d7,dfl = ^-H2=- — H! (21) 
J ds ds 

where. 

H2 = ° , 6 3 U 6 62ATcAucfc3(«) 

0.90 
+ -J— b2ATcUa cos 02 sin 0i/ii(a) (22) 

W«)= fa/2VT^(i-x3/2)'idx+ Ca/2VT^ 

• [(1 - x3/2)2 (1 - (a - x)3/2)2 + (1 - (« - x)3/2)4]dX (23) 

With the given profile description, Auf approaches Auc at f = L/2 to 
the same degree that ATf approaches ATC. Hence, when ATf = A To 
Awf = Auc, and one obtains 

b2 

H2 = — ATC (0.31558Awc + 0.451L cos 02 sin 6i)h2(a) (24) 

The s-momentum equation takes the following form for the zone of 
merging: 

ds L 2ir J J A U J 

d T2 r i / 2 rc 1 
= — - | | (Au+ f7„co8fl2sinfl1)

2dijdf 
os L f >/D Jo J 

In these equations the term a = Lib represents the degree of 
merging since for a = 2, the plumes are just beginning to merge and 
for a = 1, the plumes are nearly merged. The functions h\(a), h2(a), 
and hs(a) are incomplete integrals in a. These integrals are not solved 
in closed form at present but are readily solved numerically. 

The quantities ff; (£ = 1,2,3,4) are the same as G; in the previous 
section. They represent the local mass flux, energy flux, momentum 
flux, and density deficiency. As in the previous section, the quantities 
Auc, ATC, and b may be obtained from these relations by solving three 
equations simultaneously. The initial conditions for the zone of 
merging are the final plume conditions of the zone of established 
flow. 

The proper governing differential equations have now been de
veloped and the initial and boundary conditions specified. The only 
element remaining for closure is the entrainment. 

The Entrainment Function 
Taylor [14] was the first to suggest the formulation of an entrain

ment function, and the use of characteristic values of the plume to 
describe this function. Morton, et al. [15] have employed this concept 
to develop the expression 

E = abAuc 

which forms the basis for all the entrainment functions developed 
since. Numerous other researchers have modified this relation to 
obtain better agreement with the widely varying discharge and am
bient conditions that affect the plume. Some have used the first mo
ment of the momentum equation to determine the form of the en
trainment function. Any alterations to the entrainment function 
should be based on the probable changes in the mechanics of jet 
mixing at different discharge orientations and ambient conditions. 

The entrainment function employed for this study is based on the 
one proposed by Hirst with modifications for merging effects. 

For the Zone of Established Flow (before merging), the entrainment 
(for 81 = 90°) is expressed as 

ds 
H3 = EU„ cos 02 sin 81 + ttjg sin 02 £ = (ax + —) 

where 

0 fi*^11 fi 18 
Hs = — b2Auc^3(«) "I o2Auc[/„ cos 02 sin $ihi(a) 

+ -b2U«,2 cos2 82 sin2 8ih2(a) (26) 

b\uc — U„ cos d2\ / l - ^ ) + a 3 L U > s i n 0 2 l (32) 

and for Zone of Merging, it is expressed as 
and 

After &Uf= Au 

b2h2(a) 

H4 = — &2/?A7yn(a) 
•K 

(27) 

H. 

and 

(0.31558Auc
2 + 0.9Auct/„ cos 82 sin 0X 

+ f/2„ cos2 02 sin2 Si) (28) 

0.45b2 

#4 = 0ATch2(a) 

For the zone of merging the curvature equations are 

dex EUa cos 0i 

(»"T) 

(29) 

(30) 

I.U 

o 

<J 
o 

< 
Q£ 

2 in 
UJ 
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Fig. 3 Comparison of experimental and model predicted excess temperature 
for UD = 2.5, R = 0.10, and 8 = 90 
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(°<+g)[ b\uc — U„ cos 

x ( ' l - - c o s - 1 — ) + o 3 U „ - s m 8 2 (33) 
\ 7T 2fa/ 2 J 

The coefficients, ai, 02, and as are similar to those used by Hirst. 04 
accounts for reduced entrainment due to plume competition. The 
term (1 — 2/jr cos - 1 L/2b) is the entraining surface during merging. 

R e s u l t s 
The computer code employed was originally that of the Hirst model. 

Extensive revision of the code was performed in order to accommodate 
the different profiles and the merging process. The code was then used 
in the present study by tuning the entrainment coefficients so that 
predictions best matched experimental data. The calculations were 
carried out on an IBM 370/158 computer operated by Optimum 
Systems, Inc., Bethesda, Maryland. The coefficients were determined 
by successively simulating more complex discharge conditions starting 
with single momentum jet data without current, progressing to mul
tiple buoyant merging plumes with current. 

Data for this tuning process were taken from [10,15-17]. In tuning 
the model for single buoyant plumes, it was found that the best overall 
fit could be obtained with a i = 0.05, a2 = 0.0, and a3 = 11.5. Better 
fit to a particular case could be obtained by adjusting these coefficients 
for each type of flow, but this procedure reduces the generality of the 
model. In trying to model the multiple-port data for ambient flow of 
Kannberg [10], it was found that good agreement could not be ob
tained for both trajectory and dilution by adjusting as alone, partic
ularly for closer port spacings. It was found that a drag force term had 
to be included in the momentum equation before satisfactory agree
ment could be obtained. The drag force was assumed to be a function 
of plume size, spacing, and ambient current dynamic head. For the 
unmerged plume this gave 

FD = C, 
b /b\ £/„2 

>;© N 

for the merging plume 

7T 2 

where 

and 

N = ViVt2 + N2
2 + iV3

2 

Ni = cos2 62 sin 0! cos 0i 

N2 = sin2 9 2 + cos2 B2 cos2 01 

N3 = sin 02 cos 0 2 sin 9i 

This gave a zero drag force for single plumes and a maximum drag 
force for closely spaced multiple plumes. 

With this drag force included the best overall agreement was ob
tained with 04 = 0.2 and Co = 2. Although the effect was minor, better 
agreement was obtained for R = U„/Uo values near 0.1 if Co was in
creased to 3.0, and reduced to 1.0 or below for R = 0.5. 

The following figures show the final model predictions as compared 
to multiport data using the values of coefficients giving the best overall 
agreement. Fig. 3 is a plot of excess temperature ratio versus hori
zontal distance for vertical discharge into a cross current with R = 0.1. 
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The port spacing is 2.5 dia; values for discharge Froude numbers of 
the order of 10 and 60 are shown. The data points represent the mean 
of the experimental multiport data presented in reference [10]. The 
lines are predicted values from the model described in this paper. Fig. 
4 presents similar information for R = 0.5. The agreement is seen to 
be quite good. Fig. 5 is a plot of plume trajectory for the foregoing 
cases. Again both experimental values and model predictions are 
shown. The agreement is very good for the high-current cases but not 
as good for the low-current cases. 

Excess temperature decay along the plume center line, s/D, are 
shown on Fig. 6 and 7 for horizontal discharge into a stagnant ambient, 
for discharge Froude numbers of about 10 and 60. The port spacing 
in this case is 10 dia. For comparison, the experimental values of 
reference [10] are plotted along with predictions from the Koh and 
Fan transition model, the Jirka and Harleman equivalent slot model, 
and the merging model described here. The Koh and Fan and Jirka 
and Harleman models rely on entrainment coefficients determined 
for single round and slot jets, respectively. While it is possible to 
change the entrainment coefficients of these models, it would not be 
consistent with the nature of those models, nor would reliable pre
dictions be obtained for extreme port spacings. Therefore the en
trainment coefficients suggested by the respective authors were used 
in the other models. It is seen that the transition model and the 
equivalent slot model, although giving reasonable values, both over-
predict the measured dilution, whereas the merging model does much 
better. The final two figures, Fig. 8 and 9 show trajectory and width 
comparisons for horizontal discharge into stagnant ambients, where 
the spacing is again 10 dia. The agreement between experimental data 
and merging model predictions is seen to be very good for both tra-
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Fig. 8 Comparison of model predicted trajectories with experimental data 
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Fig. 9 Comparison of width predictions of the Koh and Fan transition model 

and present model with experimental data 

jectory and width within the experimental Froude number ranges of 
reference [10]. 

Conclusions 
The model presented here successfully treats the merging of adja

cent round jets from a row of equally spaced ports into a pseudo-slot 
jet in a manner that is more continuous than other methods advanced 
in recent years. Use of the model gives better agreement with exper
imental data than other models considered. The model requires ad
ditional terms in the entrainment function to account for competition 
of entraining fluid and for the reduction in the entrainment area of 
the jet as merging progresses. Unfortunately, agreement with cross-
flow data could not be obtained for multiple jets without the addition 
of a drag term and a corresponding additional coefficient. The values 
of these coefficients were easily determined by comparing data from 
progressively more complex flow cases with model predictions. 
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.DISCUSSION. 5000 

G. H. Jirka1 

Kannberg and Davis address two important points in the design 
and analysis of multiple-port diffusers: (1) What is the mechanism 
of jet merging and how to model it? (2) What is the effect of jet 
merging on the mixing capacity of such diffusers? 

(1) The lateral merging of the individual jets emanating from the 
diffuser nozzles appears to be a complicated process. As the jet 
boundaries approach each other, the space for the entrainment flow 
is limited between the jets leading to low pressure zones and dynamic 
attachment effects. The turbulent diffusion characteristics change 
from an axisymmetric shearing zone to a two-dimensional one. 
Clearly, jet integral techniques, with their assumptions of jet similarity 
and hydrostatic pressure distribution, can describe this transition in 
an approximate fashion only. Kannberg and Davis' profile specifi
cation in the transition region represents a reasonable approach in 
this direction and has advantages over Koh and Fan's earlier model, 
inasmuch as it avoids abrupt changes in the center line temperature 
prediction. Questions, however, remain as to the choice of the en
trainment coefficient (two- or three-dimensional value) and the as
sumptions of a turbulent Prandtl number of unity, which is in con
tradiction with experimental observations on jets and plumes. The 
pressure effect on the merging process caused by ambient currents 
is even more difficult. The form drag assumption, equation (34), 
proposed by the authors seems a tenuous one in view of the com
plicated geometry. Such model deficiencies, however, could be cor
rected through the best-fit choice of the drag coefficients, at least 
within the parameter range of the author's experiments. 

(2) The basic argument of the two-dimensional slot diffuser 
concept, as used in the model by Jirka and Harleman [4], is that be
yond the line of merging the flow field of the actual multiple-port 
diffuser is equal to that of a slot discharge. Or in other words, the 
initial three-dimensional details have no distinguishable effects at 
longer distances. This concept is physically reasonable, as the 
equivalent slot diffuser has the same kinetic energy input per unit 
length, which is ultimately expanded in turbulent jet mixing. This 
behavior of laterally limited jets is in analogy with the nozzle shape 
effects on free turbulent jets in which, after a certain characteristic 
distance, the initial shape effects are no longer felt and all jets ap
proach an wxisymmetric shape (Sforza, et al. [22]2, experiments by 
Yevdjevich reported in [21]). The equivalent slot concept is useful 
for diffuser classification as the number of governing parameters is 
reduced. It has been found of sufficient accuracy for multiple-port 
diffusers by Liseth [8] and more recently by Buhler [23]. The lack of 
agreement which is indicated by Kannberg and Davis' experiments 
may be due to equipment effects, since the horizontal momentum 
input of the jets is likely to cause some circulation and possibly re-
entrainment in a finite size laboratory facility. This may account for 
the lower centerline temperatures which were observed. 

Finally, some caution has to be expressed regarding Kannberg and 
Davis' introductory claim that their analysis is applicable for the 
predictions of condenser heat discharges from electric power gener
ation. In fact, the low buoyancy of such heated discharges in combi-
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Fig. 10 Stability of the flow field for multiport diffusers discharging into 
shallow water as a function of slot densimetric Froude number Fs, relative 
water depth H/B, and discharge angle, 90.(B = 02 i r /4i. is the equivalent slot 
width); after Jirka and Harleman [24] 

nation with the limiting water depth at usual disposal sites gives rise 
to dynamic instabilities in form of a recirculating eddy extending over 
the entire water depth. This discharge condition cannot be analysed 
by means of simple buoyant jet models as proposed by the authors. 
Stability criteria, which depend on relative water depth, discharge 
Froude number and angle, have been developed by Jirka and Harle
man [4, 24] and are plotted in Fig. 10. Multiple-port diffuser designs 
for condenser heat discharge generally fall into the unstable discharge 
range. The practical application of the stable range, in which the 
authors' model is applicable, relates to sewage and blowdown dif
fusers, usually with higher buoyancy and lower flowrates. 

Additional References 
22 Sforza, P. M. Steiger, M. H., and Tentracosts, N., "Studies on Three-

Dimensional Viscous Jets," AIAA Journal, Vol. 4,1966. 
23 Buhler, J., "Model Studies on Multiport Outfalls in Unstratified, 

Stagnant or Flowing Ambient Water," PhD thesis, Department of Civil Engi
neering, University of California, Berkeley, 1974. 

24 Jirka, G. H., and Harleman, D. R. F., "Buoyant Jets in Confined Sur
roundings," in Thermal pollution Analysis, J. A. Schetz, ed., Vol. 36 of Progress 
in Astronautics and Aeronautics, AIAA, New York, 1975. 

Authors' Closure 

We appreciate Dr. Jirka's taking time to comment on the analysis 
and results of this paper. We agree with much of what he has said, but 
feel a few points need to be further clarified. 

A unity turbulent spreading parameter was introduced into the 
analysis to make the smooth merging of both temperature and velocity 
easier. The authors realize that this may not be exactly the case but 
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it is felt that the errors introduced are minor in light of the complexity 
of the problem. 

The equivalent slot concept is a useful approach in analyzing the 
characteristics of certain multiport discharges, but as with most 
simplified analyses, the limits of use should be understood. The 
fundamental premise behind the equivalent slot is that beyond the 
point of merging the plumes from a row of equally spaced jets become 
the same as the plume from a slot jet having the same mass and mo
mentum flux per unit length as the multiple jets. This presumes that 
up to the point of merging, the mixing mechanisms of the two are the 
same, and of course they are not. The effect of this difference on the 
ultimate dilution would be minor if the major portion of the dilution 
occured after merging. This would either be for large distances away 
from the point of discharge or for closely spaced discharge ports. Most 
researchers realize this. For example, Liseth [8] suggested the use of 
an equivalent slot for closely spaced ports and only attempted to 
compare results at y/L = 80. For an L/D = 10, this at a y/D = 800. At 
this point the dilution is so great that the excess temperature, re
gardless of how it is calculated, is usually no longer of interest. 

In the near and intermediate field where most of the data reported 
in this paper were taken, the story is different. One of the causes of 
this difference is the development length. To illustrate, consider a 
diffuser with 1-ft dia ports spaced 10-ft apart discharging into stag
nant water. The jets for this system merge about 30 ft from discharge 

and have a development length where the temperatures begin to decay 
of about 6 ft. The equivalent slot for this system has a width, B, of 0.08 
ft. Therefore, at the end of the actual single jet development zone 
where the excess temperature is of the order of 1.0-0.8, the equivalent 
slot is at an s/B of 75 where it predicts an excess temperature of the 
order of 0.2. 

In addition to the development zone problem, entrainment is also 
different for the two systems. Entrainment has been suggested as 
2ir(0.082)buc and 2(0.16)Luc for the round and slot jets, respectively 
[3]. For the example case considered in the foregoing, the slot jet en
trainment is 3.2uc while the round jet entrainment varies due to plum 
growth from 0.26wc at discharge to 2.6uc at merging. Thus, even 
though a multiport discharge merges into essentially a two-dimen
sional plume where the individual character of the original jets no 
longer exists, its properties are different from those of a plume that 
originated from a slot. As a result, the authors feel that the indis
criminate use of the equivalent slot to model multiple port diffusers 
could lead to gross errors. 

We agree with Dr. Jirka that the present model should not be used 
in shallow stagnant receiving water where surface effects and insta
bilities are present. In flowing ambients, however, even at low veloc
ities these effects are reduced and in some cases eliminated. In many 
cases the receiving water is sufficiently deep to use the model to 
predict the major portion of the plume's characteristics. 
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s.sengUp«a A Three-Dimensional Rigid-Lid 
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A numerical rigid-lid model for wind driven circulation and temperature fields in closed 
basins has been developed. The horizontal momentum equations each include the non-
steady, non-linear inertia, Coriolis, pressure gradient and all three viscous terms. The en
ergy equation includes the non-steady, convective and all three diffusion terms. The hy
drostatic and Boussinesq approximations have been used. A Poisson equation derived 
from the vertically integrated horizontal momentum equations has been used as the pre
dictive equation for surface pressure. An iterative scheme with normalization has been 
developed to solve the Poisson equation for pressure with Neumann boundary conditions. 
A vertically normalized system of equations which maps variable depth domains to a con
stant depth has been used. The model has been applied to a pond located near Cleveland, 
Ohio. The effect of topography and buoyancy on wind driven circulation has been investi
gated. The relative importance of the terms in the transport equations has been ana
lyzed. 

Introduction 

One of the earliest investigations of wind-driven circulation was 
conducted by Ekman [l].1 He developed a theory for sea-level fluc
tuations produced in a deep sea by steady wind stress. The steady 
state and time dependent, finite-depth cases were modelled by 
Welander [2]. These models were analytical. Pioneering work in 
modelling the Great Lakes was done by Csanady [3]. 

A numerical application of the Welander forumlation to the 
steady-state, wind-driven circulation in Lake Erie was made by 
Gedney and Lick [4]. Gedney et al. [5, 6], investigated the effects of 
bottom topography and eddy diffusivity on wind drivep currents in 
two layer stratified lakes. Goldstein et. al. [7], obtained analytical 
solutions to investigate the effect of an island on wind-driven circu
lation. Numerical models of a more elaborate nature have been de
veloped by Bryan [8], and Crowley [9-11]. Bryan [8], developed a 
rigid-lid model for circulation of world oceans. Crowley developed 
numerical models for oceanic transport with rigid-lid and free-surface 
formulation. He concluded that the rigid-lid model was computa
tionally superior, though erroneous in Rossby wave predictions. 
Freeman [12], modelled Lake Huron using a free-surface formulation 
and vertical normalization suggested by Phillips [13]. 

Analytical models have been critically discussed in a review by 
Csanady [14]. Cheng et al. [15], in a recent review, has presented some 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, New York, N. Y., December 5-10,1976. Revised manuscript 
received by the Heat Transfer Division March 10, 1977. Paper No. 76-WA/ 
HT-21. 

numerical models for lake circulation. 
In the present investigation a rigid-lid, divergence of Navier-Stokes 

formulation has been developed. The model has been applied to 
simple and complex domains. Insight has been obtained regarding 
numerical behavior, influence of transport parameters, driving forces 
and the fundamental transport mechanisms. 

Formulation of the Mathematical Model 
The system of equations which describes the circulation in a vari

able density basin is the three Navier-Stokes equations, the energy 
equation, the conservation of mass equation and an equation of state. 
The fluid is considered incompressible. In order to avoid surface 
gravity waves, and consequent small time scales and small integration 
time steps, the rigid-lid approximation is invoked. The vertical mo
mentum equation has been reduced to the hydrostatic approximation. 
The effects of turbulence are incorporated by using mean equations 
with eddy transport coefficients; the zeroth order turbulent closure. 
The eddy coefficients are assumed constant, though of different 
magnitudes for horizontal and vertical directions. The Boussinesq 
approximation is applicable. A similar model without vertical nor
malization for constant depth basins was used by Paul and Lick [16] 
to simulate discharge of Cuyahoga River into Lake Erie. 

Governing Equations. The vertical coordinate has been nor
malized by the local depth in the form of 

7 = z/h" (x, y) 

This maps the basin to a constant depth one. The details of the deri
vation are presented by Sengupta and Lick [17]. The non-dimensional 
governing equations in the conservative form in the normalized 
coordinates (a, (S, y) are: 
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where a, 0 are along constant y planes. 
The pressure terms are now divided into two parts, namely, the part 

due to surface or lid pressure, Ps, and the part due to density varia
tions. The expressions for Bx and By are presented in the Appendix 
I. 

Energy 
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The rigid-lid condition w (z - 0) = 0 implies fl (7 = 0) = 0 where 

U = u/Uref, V = S/Uref', U> ~ U>/dJref; t = t/tref 

x = x/L; y = y/L; z = z/H; t = H/L 

P = PIPrelUrefZ; T=T'Tref; 
iref 

AH* = AH/Aref; Av* = Av/Aref; BH* = B„/Bref; 

_ P ~ Pref. n _ 5 , 
p = -, il = si tref 

Pref 

BV* = BV/B, ref 

tref = LIU, ref 

Quantities with subscript " r e f are reference quantities. H and L are 
vertical and horizontal length scales. The variables with wavy lines 
on top are dimensional quantities. 
If AH = Aref and BH = Bref 

then AH* = 1 and BH* = 1. 

Re> 
UrefL. 

Aref 
RB 

Pe = Re Pr = 

Uref. 

fL' 
UrefL 

p r : 

Eu = 

£Ve/ 

Bref 

gH 
Bref U^f1 

If Prandtl number is equal to 1, then Aref = Bre/. AH and Ay are eddy 
viscosities in horizontal and vertical directions. BH and B v are eddy 
diffusivities in horizontal and vertical directions. 

It should be noted that the diffusion terms in equations (2, 3 and 
5) are not the complete terms. Terms with higher derivatives of ft with 
respect to a, 6 have been neglected. Detailed derivations are given by 
Sengupta and Lick [17]. 

To obtain a predictive equation for pressure, the horizontal mo
mentum equations (2) and (3) are integrated from 7 = 0 to 7 = 1. The 
integrated equations are then differentiated with respect to a and /3, 
respectively, and summed. The resulting equation for surface pressure 

3 ^ + 3 2 P £ = l 3 

da2 dB2 hda 
•A,i + Ax2 + CX- Xp) 

ft 3/3 y 
• Ay2 + Cy- Yp) 

ltdh, aPs dndPs 

ft Ida' da dB dB 

3(fl) 

dt 
(7 = 0) (8) 

The last term is the Hirt and Harlow [18] correction term which 
accounts for non-zero vertical velocities at the rigid lid. The variables 
Ax, AX2, etc. are given in Appendix I. The first derivative terms for 
pressure are included in the forcing terms for numerical advantages 
discussed in a later section. 

The set of equations (1-8), together with the appropriate boundary 
conditions, constitute the mathematical model. 

Initial and Boundary Conditions. The equations are parabolic 
in time, requiring complete specification of all dependent variables 
at the start of integration. In the present study zero circulation and 

.Nomenclature. 

AH = horizontal kinematic eddy viscosity 
Ay = vertical kinematic eddy viscosity 
Az = vertical eddy viscosity 
Aref = reference kinematic eddy viscosity 
Av* = AvlAref 
BH = horizontal diffusivity 
Bv = vertical diffusivity 
Bref = reference diffusivity 
Bv* = Bv/Bref 
Bz = vertical conductivity pCpBy 
Cp = specific heat at constant pressure 
Eu = Euler number 
/ = Coriolis parameter 
g = acceleration due to gravity 
ft = depth at any location in the basin 
H = reference depth 
/ = grid index in x -direction or a direction 

J = grid index in y-direction or /? direction 
K = grid index in 2-direction or 7 direction 
k = thermal conductivity 
Ks = surface heat transfer coefficient 
L = horizontal length scale 
P = pressure 
Ps = surface pressure 
Pr = turbulent Prandtl number (AreflBref) 
Pe = Peclet number 
Re = Reynolds number (turbulent) 
RB = Rossby number 
T = temperature 
Tref - reference temperature 
TE = equilibrium temperature 
t = time 
tref

 = reference time 
u = velocity in x-direction 

v = velocity in y-direction 
w = velocity in z-direction 
x = horizontal coordinate 
y = horizontal coordinate 
z = vertical coordinate 
a = horizontal coordinate in stretched sys

tem 
0 = horizontal coordinate in stretched sys

tem 
7 = vertical coordinate in stretched system 
p = density 
t = H/L 

Superscripts 

(~) = dimensional quantity 
( ) = dimensionless quantity 
( ) r e/ = reference quantity 
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isothermal initial conditions have been used. 
At the air-water interface, the boundary condition on the mo

mentum equations is wind stress obtained from Wilson [19] for wind 
velocities six meters above the water surface. 

Edinger and Geyer [20] have determined the heat flux relations at 
the air-water interface. They define an equilibrium temperature as 
that at which no heat flux takes place at a surface, and equate heat 
flux to the product of the difference between surface temperature and 
equilibrium temperature and surface heat transfer coefficient. 

The conditions on the sidewalls are no slip and no normal velocity 
for the momentum equation except that w is undetermined due to the 
hydrostatic approximation. The walls are taken as adiabatic. 

At the bottom, the conditions of no slip and no normal velocity are 
applicable. The bottom is also considered adiabatic. The adiabatic 
conditions at the sidewalls and the bottom could be relaxed without 
an increase in conceptual difficulty or change in solution tech
nique. 

The boundary conditions on the pressure equation are obtained 
by evaluating the values dPs/da and dPs/d@ from the momentum 
equation. Therefore the pressure solution requires a solution to a 
Neumann problem. The solution is unique to within a constant. 
However, since only the derivatives of pressure enter the momentum 
equations, the actual values of the pressure solution surface are un
important as long as the shape is correct. 

Numerical Procedure. A brief review of numerical techniques 
in geophysical flow has been presented by Simons (21). Cheng (15), 
has discussed some techniques relevant to lake circulation models. 
Roache (22) has presented several methods for incompressible flows 
in general. 

In the present model a finite-difference method is used. A staggered 
mesh is used where u, v are located at integral nodes (/, J, K) on the 
horizontal a, 0 plane. P, w, T, p are located at half-grid points (/ + lk, 
J + V2, K) in the horizontal plane. The arrangement is repeated in the 
z or 7 direction, represented by K. Constant grid sizes are used in a, 
/3 directions except at lateral boundaries where the horizontal grid 
spacings are halved for the non-integral node points. 

The finite difference equation for the u -momentum equation is: 
un+l_un 

= (Inertia)" + (Pressure)" + (Viscous) n,n+i,n-i 
At 

This is the forward time central space scheme, except for the dif
fusion terms which are approximated by the Dufort-Frankel scheme. 
This is a modified version of the Dufort-Frankel scheme where the 
time derivative has been forward differenced rather than central 
differenced. This was done to avoid time-splitting of the solution 
which often results with central differencing of first derivatives in 
time, eg. Bryan [8]. The schemes are similar for the v momentum 
equation and energy equation. 

No rigorous stability analysis can be made of the system of differ
ence equations. However, the one-dimensional Burgers equation has 
been analyzed. The stability criteria can be heuristically extended 
to three-dimensional cases. The convective stability criterion applies. 
The diffusive criterion has been somewhat relaxed by the modified 
Dufort-Frankel differencing. The Courantlewy-Fredrichs conditions 
for surface gravity waves has been eliminated by the rigid-lid as
sumption. 

The Elliptic equation for pressure is solved by successive over-
relaxation using a five point scheme. The first derivatives of pressure 
in the right hand side of equation (8) are evaluated after each time 
step, and are not a part of the iterative procedure; they merely con
tribute to the forcing term. This gave faster convergence of the iter
ative procedure. In this sense the equation may be termed a Poisson 
equation. Iterative solution of this Neumann problem poses the 
possibility of the solution surface "floating" to large numbers, since 
the solution is only unique to a constant. A point in the domain is 
chosen. The change in pressure at this point is computed after each 
iteration. The pressure solution surface is adjusted by this change such 
that the particular point is brought back to the original value. The 
procedure is repeated at each iteration. 

The Hirt and Harlow [17] correction term is evaluated using a 
backward difference in time, with present time value equated to zero. 
This correction adjusts surface pressure solution so that nonzero 
vertical velocities (and therefore mass leaks) at the surface are cor
rected, allowing conservative, long time integration. 

The solution is explicit. The values of u, v,w,P, p,T are specified 
initially. Using values at time 'n', the forcing term for the pressure 
equation is evaluated. The pressure equation is solved iteratively. The 
values of u and v are computed from the horizontal momentum 
equation. The vertical velocity is obtained by integrating the conti
nuity equation using u and u at "n + 1." Temperatures are then cal
culated from the energy equation. The density is computed from the 
equation of state. A static stability check is made for the density field. 
If unstable stratification exists, an infinite mixing approximation is 
invoked, as suggested by Bryan [8] and Bennett [22]. 

Results and Discussions 
Constant Depth Results. The model has been applied to simple 

geometries to obtain insight into the numerical behavior and to obtain 
velocity and temperature results that are relatively easy to analyze. 
A 100 M X 100 M square basin of constant depth 4 M is considered. 
A100 KM X 100 KM basin of constant depth 20 M was used to sim
ulate flows in the central basin of Lake Erie/A 10 X 10 mesh was used 
at each horizontal level; there were five nodal points in the vertical 
direction. Then / = 1,10 in the x -direction and J = 1,10 in they-di
rection; K = 1,5 from surface to the bottom of the basin. A number 
of combinations of eddy viscosities, wind stresses and heat transfer 
parameters were used. A complete list of the cases investigated are 
presented by Sengupta and Lick [17]. Some of the important features 
are presented here. Numerical experiments with the constant depth, 
rectangular approximation of Squire Vallevue Pond (located near 
Cleveland Ohio) indicated some interesting features. The elimination 
of convective terms in the momentum equations allowed larger in
tegration time steps and gave steady-state results which were only 
slightly altered near the side walls. The time to reach steady state was 
reduced. Increase in vertical eddy transport coefficients decreased 
horizontal components of surface velocities in inverse proportion, and 
the solutions were relatively insensitive to horizontal eddy viscosities, 
even with changes by a factor of 10, as would be expected from a 
non-dimensional ordering of the terms. The surface flows were in the 
direction of the wind stress, indicating the minor role of Coriolis forces 
in the smaller basin. The horizontal boundary layer thickness was 
smaller than the grid size employed. Eddy transport coefficients of 
5 cm2/s and 125 cm2/s were chosen for the vertical and horizontal 
directions respectively. These were obtained by length scaling values 
used by Gedney and Lick [4]. Wind stress of .1 dyne/cm2 was used. 
A time step of 50 s was used, and steady-state results were obtained 
by 9050 sees of real time. This is considerably less than the viscous 
time scales (L2/AH and H2/Ay) indicating the importance of con
vection in the transient processes. A combination of viscous diffusion 
of vorticity and convective momentum transport is the mechanism 
by which the pond reaches steady state. The circulation is best de
scribed as a two-dimensional cell-like structure as shown in Fig. 1. The 
upwelling and downwelling regions are confined to the near and far 
shore regions. The velocity profiles are compared in Fig. 2 to analytical 
solutions obtained by Sengupta and Lick [16]. The analytical solutions 
were obtained by simplifying the momentum equations to a balance 
between vertical viscous term and the pressure gradient term. The 
agreement is excellent at steady state, indicating that for a constant 
depth basin, away form the side walls, pressure gradient and vertical 
viscous stress are the dominant terms. 

To study the thermal characteristics of the basin, surface heating 
was introduced to the steady-state velocity field. A surface heat 
transfer coefficient of 150 BTU/day - °F-ft2 and an equilibrium 
temperature of 20° C was used. The basin was considered initially 
isothermal at 15°C. 

Fig. 3 and 4 show temperatures and velocities at near shore, middle, 
and far shore of the domain after 4 hours of heating. Cooler fluid from 
deeper regions is brought to the surface by near-shore upwelling. As 
the fluid travels towards the far-shore it is heated by surface heat 
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Fig. 1 Velocities at Section J = 5 

transfer, and warmer fluid is convected to lower layers by far-shore 
downwelling. A horizontal gradient of temperature results with near 
shore being cooler than the far shore. The heating also results in a 
bouyancy field which enhances upwelling of warm fluid that is con
vected down at the far shore. This results in upwelling over a larger 
area than for the unheated case. A somewhat skewed cell results. Fig. 
4 when compared with Fig. 1 shows clearly the extended upwelling 
region caused by bouyancy effects in the return flow. 

The 100 KM X 100 KM basin was modelled using 20 cm2/s and 
106cm2/s for vertical and horizontal eddy viscosities (as used by 
Gedney and Lick [4] in their studies of Lake Erie). A wind stress of 
1 dyne/cm2 was used. The results showed the Ekman-Spiral structure 
and velocities agreed well with Gedney and Lick's results, showing 
that low Rossby number flow situations can also be executed. 

Solutions for the Pond. Before simulating the variable topog
raphy Squire Vallevue Pond, two simple cases were executed. Results 
for 100 M X 100 M rectangular domain with constant bottom slope 
(2M to 4M) showed that even with constant wind stress parallel to 
bottom slope, horizontal velocities increased with depth, and the 
upwelling region was no longer confined to the near shore. A simula
tion with shoreline, as shown in Fig. 5, and constant depth revealed 
cell-like motions similar to rectangular basins; the coastal boundary 
layers were smaller than grid-resolution. This suggests that the general 
circulation pattern will be more influenced by bottom topography 
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Fig. 2 Comparison of Numerical Results with Analytical Solution 
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Fig. 4 Velocities at Section J = 5 after 4 hours of heating 
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effects compared to shoreline effects. 
The basin with realistic topography, as shown in Fig. 5, was finally 

executed for various meteorological and parametric situations. Results 
for a representative case are presented. Vertical and horizontal eddy 
transport coefficients were 25 cm2/s, and 125 cm2/s, respectively. 
These were chosen to give currents magnitudes approximately the 
same as those encountered in Squire Vallevue Pond. 

The average wind velocities over the pond are usually around five 
mph from the SW or NW, the SW direction being more common. A 
wind stress of .1 dyne/cm2 dynes was chosen. The southwest wind 
results are presented here. 

Steady-state solutions were obtained after two hours of real time. 
The velocities increased rapidly at first, and then gradually ap
proached steady state as viscous effects propagated; typical rigid-lid 
behavior. Fig. 6 shows the steady-state surface velocities. Velocities 
are smaller in shallower regions. The velocities are no longer parallel 
to wind direction. Transverse velocities result owing to bottom slope 
effects. The decrease in velocities near shore is owing to reduced depth 
and not horizontal boundary layer. Fig. 7 shows the return velocities 
at two meters depth. 

The dominant cell-like structure of the flow is seen in Fig. 8. It is 
apparent that there are strong horizontal gradients in velocities u, v. 
This results in vertical velocities in order to satisfy continuity. Fig. 
9 shows the vertical velocities at a depth of lm. Vectors in the first 
quadrant indicate upwelling and those in the third quadrant indicate 
downwelling. The severest downwelling occurs at the northeast shore, 
owing to the almost vertical incline of the shore at this location. The 
upwelling regions are near the sloping portion of the pond connecting 

110 meters ( h o r i z o n t a l s c a l e ) 
' l meter ( v e r t i c a l s c a l e ) 

' 2 cm/sec ( v e l o c i t y s c a l e ) 

Wind S t r e s s 
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« • * -

*• «- 1 -

Fig. 8 Velocities in Section J = 4 

the shallow part of the pond to the deep part. This is in marked con
trast to the constant depth basin, where upwelling and downwelling 
are confined to the regions near the near and far shores. 

For a constant depth basin the solutions agreed well with the sim
plified analytical solution, indicating that in the interior at steady 
state a balance between vertical viscous terms and pressure gradient 
terms is a good approximation. The terms in the a-momentum 
equation are shown in Fig. 10. The solutions are for near steady state. 
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Fig. 11 Constant temperature lines at the surface after 2 hours of heating 
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Minor adjustments were still occurring. The variation with 7 of the 
pressure gradient, inertia, and vertical viscous terms are plotted for 
these locations in the pond. Point (/ = 4, J = 5) shows that a balance 
between the pressure gradient and vertical viscous term is quite ac
curate. The reason for this is that the shallow end of the pond is almost 
a constant depth basin with a depth of one meter. Comparisons of 
other locations indicate that the inertia terms are not negligible. This 
is because horizontal gradients of u and u are not zero at these loca
tions, leading to appreciable values for the non-linear inertia terms. 
Therefore for variable depth basins, the inertia terms can be non zero 
even at steady state. 

Temperature Fields in the Pond. To investigate the tempera
ture distribution in the pond, solutions with 20° C equilibrium tem
perature and 15°C initial water temperature were obtained. Steady-
state velocities for the southwest wind were taken as the initial velocity 
field. 

Figure 11 shows the isotherms at the surface after two hours of 
heating. It is seen that the shallower southwest basin has a higher 
temperature than the deeper basin. Since the heat transfer through 
the surface initially is approximately the same throughout the domain, 
the shallower region having less fluid, and therefore thermal capacity, 
is heated to a higher temperature. Therefore horizontal gradients of 
density are far more severe than for constant depth cases. However, 
the convective transfer of fluid also plays a part and therefore the 
constant temperature lines are not identical to the constant depth 
lines. As the pond is heated, hotter fluid from the shallower end is 
convected to the deeper end. 

The dominant mechanisms of heat transfer are apparent from a 
comparison of the various terms in the energy equation. Fig. 12 shows 
the vertical variation of the terms at three locations. The significant 
terms are the vertical diffusion term and the convective terms. The 
horizontal diffusion terms are negligible. It is important to note that 
the convective terms are quite comparable to the diffusion terms. 
Therefore, a simplified analysis of the heat transfer problem which 
ignores the convective terms will be erroneous. The heat transfer in 

I = Convection Terms 
V = V e r t i c a l Dif fus ion 

- . 004 - , 003 - .002 - . 0 0 1 .001 .002 .003 ,004 
1=10, J=5 

- . 004 - , 003 - .002 - . 001 .001 ,002 ,003 .004 

TEMPF.RATHRF PPnFTT.ES- (T) 
Y =0 • • i=4 .J=5 Y =Q_ -,T=in,.T=5 y =0- -,T=1X„J=2 

\ 

Y = t . o 

Y 

.1 
_y_,=i 

Y 

_tt =1 
,01 .02 0.0 ,01 ,02 0,0 .01 .02 

T T T 

Fig. 12 Terms in the Energy Equation after 2 hours of heating Urel = 10 cm/s; 
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the pond is not a simple diffusion of heat through the surface into the 
interior. The temperature solution is strongly coupled to the general 
circulation in the pond. 

Concluding Remarks. Numerically, the model is well behaved 
with few oscillations in the solution. The time steps are relatively 
small, owing to the rather stringent requirements of the vertical dif
fusive criterion, which was the most restrictive in the case of the pond. 
The time step sizes allowable were considerably smaller than those 
indicated by one-dimensional stability analyses of the Burgers 
equation. However, the elimination of the Courant-Lewy-Fredrichs 
condition by using the rigid-lid approximation leads to considerable 
economy compared to free-surface formulations. A major part of the 
computation time is expended in the iterative solution to the Poisson 
equation. With the introduction of direct Poiaaon solvere, the com
putation time may be reduced considerably. However, no adequate 
direct solution method for irregular domains is presently available. 

The numerical model developed in the present investigation is 
comprehensive. It incorporates the effects of heat transfer, variable 
density and variable bottom topography on the wind-driven circu
lation. The program may be used with suitable modifications to flows 
in lakes, bays, and oceans. Since the model includes the horizontal 
viscous terms, horizontal boundary layers may be investigated. Small 
regions near the boundary may be modelled using the far field solu
tions as boundary conditions. 

At present the model is being used as a predictive tool in power 
plant thermal pollution studies in South Florida [23, 24] .The appli
cation is integrated with a rigorous verification effort using remote 
sensing and in-situ measurements. 
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APPENDIX I 
The variables in the integrated equations are defined below: 
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Heat Transfer Between an 
Impinging Jet and a Rotating Disk 
An experimental study of the flow interaction and heat transfer between a single imping
ing jet and a rotating disk is presented. Tests were conducted over a range of jet flowrates, 
impingement radii, and disk rotational speeds with various combinations of three jet and 
three disk sizes. Flow visualization using smoke addition to the jet flow reveals the pres
ence of a flow regime transition which is correlated in terms of the rotationally induced 
disk pumping flow acting as a cross-flow influence on the jet. Higher rotational speeds, 
larger impingement radii, and smaller jet flowrates favor a rotationally dominated flow 
interaction whereas the opposite trends favor an impingement dominated interaction. 
Heat transfer rates are essentially independent of jet flowrate in the rotationally domi
nated regime, but increase strongly with increasing flowrate in the impingement domi
nated regime. 

Introduction 

The use of impinging gas jets for component cooling in modern 
engineering devices is a well-established practice, and heat transfer 
data have been accumulated for a wide variety of application 
geometries [1-3].1 The principal virtues of this method of cooling are 
the large heat transfer rates attainable relative to nonimpinging flows 
and the relative ease with which both the heat transfer rate and dis
tribution can be controlled. The foregoing comments apply to jet 
impingement onto stationary surfaces; impingement onto a rotating 
surface raises questions which are not answered by the existing lit
erature. Applications involving impingement cooling of rotating 
surfaces are currently found in bearing and gear cooling and in the 
cooling of gas turbine disks. 

In the case of gas turbine disk cooling, the coolant is usually air 
supplied from the compressor section of the engine, and its use gen
erally penalizes the engine cycle performance. Thus the objective of 
disk cooling scheme design is to provide the minimum necessary 
coolant consistent with desired engine life and reliability. The air 
supplied to turbine disk cooling jets is usually viewed as having two 
functions. First, it is expected that the high heat transfer rates nor
mally associated with impingement onto stationary surfaces will be 
present even when the surface is rotating, and that they will probably 
be enhanced by the rotation and correspondingly increased relative 
velocity between jet and surface. Second, it is anticipated that if 
multiple jets are used and properly placed, they can prevent the un-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, New York, N. Y., December 5-10,1976. Revised manuscript 
received by the Heat Transfer Division March 4, 1977. Paper No. 76-WA/ 
HT-2. 

desired radial inflow of hot combustion gases into the cavity between 
the disk and adjacent stationary shroud. 

Although estimates of the heat transfer performance can be made 
for these applications by using stationary impingement correlations 
in terms of relative jet-to-surface velocities and impingement angles, 
they do not account for possible effects of the pumped boundary layer 
on the rotating surface. The pumped flow induced by rotation at in
ward radial positions from the impingement location constitutes a 
cross-flow which can affect the trajectory and heat transfer perfor
mance of the jet. Cross-flow effects on jet trajectories [4 and 5] and 
their influence on impingement heat transfer [6 and 7] have received 
considerable past attention, but it should be noted that the nature 
of the cross-flow induced by rotation is quite different from the cases 
studied. With rotation, the crossflow is confined to a thin layer with 
the maximum cross-flow velocity located at the surface. The more 
common cross-flow situation over a stationary surface has a cross-flow 
velocity with a maximum value away from the surface and a zero value 
at the surface. 

The present study was initiated to explore these effects of surface 
rotation and rotationally induced cross-flow on the heat transfer 
characteristics of a single normal jet impinging on the face of a plane 
disk in the absence of hubs or seals to modify the pumped flow. The 
geometrical arrangement is indicated in Fig. 1. The study is intended 
to provide a foundation for later examination of more complex 
geometries with both single and multiple jets. The experiments were 
conducted with three jet sizes and three disk diameters operated with 
a variety of different jet flowrates, radial impingement locations, and 
rotational speeds. Both smoke flow visualization and heat transfer 
experiments were conducted. 

Apparatus and Procedures 
Fig. 2 shows schematically the arrangement of experimental 
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equipment used in the present tests. The dashed line denotes the test 
cell which is a cubical steel enclosure approximately 90 cm on a side. 
The floor and one side of the test cell are stationary; the remaining 
three sides and top of the cell are welded together and roll in tracks 
to permit access to the inside. When fully closed the cell completely 
encloses the rotating portion of the apparatus with 2.5-cm thick steel 
and was designed to contain a bursting failure of a 15-cm dia, 2.5-cm 
thick aluminum disk rotating at 50,000 rpm. The heat transfer tests 
of the present study were conducted with the cell closed. The flow 
visualization was conducted with the steel test cell open and a Plex-
iglas enclosure was fabricated to cover the open area. A small exhaust 
fan and associated ducting was used to remove the smoke-laden air 
from the test cell. Early flow visualization was performed with the test 
cell both open and closed, and both with and without the exhaust fan; 
no differences in the observed flow patterns were noted. 

The test disks are rotated with a motor-bearing combination de
signed for use as a tool-post grinder in machining operations. This unit 
is commercially available, and has an induction motor driving a 
two-bearing quill through a flat belt drive. Continuous control of the 
disk speed is provided by an auto-transformer in the motor power 
supply. The disk speed is monitored continuously with a photoelectric 
pick up sighting on the disk shaft and indicating remotely on a digital 
frequency counter. 

Air is provided to the experiment from the laboratory compressed 
air supply through filters and dryers to a combination orifice and 
rotameter metering station. Before entering the test cell the flow 
passes through a smoke generating section constructed as described 
in reference [8]. It consists of a 60-cm long section of 5-cm dia pipe 
with a coiled wire nichrome heater installed inside the cap at the 
upstream end. Wood shavings packed into the pipe are ignited by 
applying a voltage to the heater for several minutes. The burning front 
moves downstream in the pipe producing smoke for approximately 
1 hr. Downstream, the smoke-laden flow is filtered through steel wool 
and cooled in a water bath. A plenum chamber installed downstream 
of the water bath removes most of the undesirable moisture and tars. 
The dry, filtered smoke is then routed inside the test cell to the jet 
nozzles. 

Three jet sizes are used in the present tests with inside exit diam
eters of 0.159,0.238, and 0.635 cm. The nozzles are interchangeably 
mounted on a rotary micrometer table which allows accurate posi
tioning in both the radial and axial directions. In all of the present 
tests the jet nozzles are aligned parallel to the axis of rotation of the 
disks. Jet nozzle-to-disk spacing is 0.64 cm for the two smaller jets and 
1.27 cm for the largest jet. Preliminary testing showed no significant 
spacing effect in the range 1.0 < z/d < 5.0. 

Three different bearing-disk assemblies were fabricated and used 
in the present tests. Flow visualization studies were conducted on a 
22.9 cm-dia steel disk which is painted black to provide a contrasting 
background for the smoke. Average disk face heat transfer rates were 
determined using two oxygen-free, high-conductivity solid copper 
disks, 7.6-cm dia and 12.7-cm dia. Each of the copper disks is tapered 
from an axial thickness of 1.27 cm at the center of 0.25 cm at the rim 
to reduce the influence of the rim heat transfer. A transient heat 
transfer test procedure was used which is identical to that previously 
described in reference [9]; a brief summary of the procedure will be 
repeated here. 

The heat transfer tests are initiated by heating the copper disk 
while stationary with a small clamp-on electric resistance heater. The 

Fig. 1 Test geometry and nomenclature 

TO ATMOSPHERE 

TWO CHANNEL 
RECORDER 

COMPRESSOR * ' »~ 
Fig. 2 Schematic of experimental apparatus 

disk temperature rise is monitored simultaneously with an infrared 
detector sighting on the blackened disk rim and a surface temperature 
probe (Leeds and Northrup Surtemp) applied to the disk face. Both 
instrument outputs are recorded on a two-channel recorder, and the 
heating cycle provides an in-place calibration of the infrared unit for 
each test run. When the disk temperature reaches approximately 
90°C, the heater and surface temperature probe are removed, the test 
cell is closed; and the disk is brought up to the test speed and allowed 
to cool in the presence of the induced and impinged flows. Typically, 
disk speed can be stabilized within the first 5° of cooling. The overall 
disk cooling rate is determined by representing the high conductivity 
disk as a single lumped capacitance system and evaluating the rate 
of change of disk internal thermal energy from the cooling transient 
recorded from the infrared detector. It should be noted that the disk 
cooling rate is very slow compared to the residence time of the fluid 
on the disk; and thus it should be valid to interpret the results in terms 
of steady-state performance. 

^Nomenclature-

A = disk face area 
d = jet diameter 
D = disk diameter 
h = disk face average heat transfer coeffi

cient, = ql(A)(td — tj) 
k = fluid thermal conductivity 
N = disk rotational speed 

q = disk face heat transfer rate 
Qj = jet volumetric flowrate 
Qpj = laminar disk pumping flow 
QPit = turbulent disk pumping flow 
r = impingement radial position 
R = disk radius 
td = disk temperature 
tj = jet and ambient temperature 

z = jet nozzle-to-disk spacing 
v = fluid kinematic viscosity 
Nu = disk face average Nusselt number, 

hR/k 
Rey = jet Reynolds number, = 4Qj/(wdv) 
Rer = rotational 

2TrNr2/» 
Reynolds number, = 
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The adequacy of the single lump data reduction method was veri
fied through use of a numerical finite-difference model of the exper
iment. In this model a 30 node numerical representation of the test 
disk was subjected to various convective heat transfer distributions 
on the disk face and the imposed heat transfer rates were compared 
with those that would be inferred from measurement of the rim 
temperature transient. The largest differences between imposed and 
inferred average heat transfer rates was 4 percent for distributions 
simulating those encountered in the present experiments. 

The overall disk heat transfer rates measured are corrected for the 
effects of back-side convection and conduction losses through the disk 
shaft, and a Nusselt number based on the average jet-side heat 
transfer coefficient is determined. The uncertainty in the experi
mentally determined Nusselt numbers is estimated to be ±12 percent, 
using the methods of reference [10]. Further details of the experi
mental apparatus and test procedures are available in reference 
[11]. 

Results 
Flow Visualization. The flow patterns revealed with the presence 

of smoke in the impinging jets are of two general types depending on 
the geometrical, rotational, and flow parameters. One of the flow 
pattern types appears rotationally dominated while the other type 
appears impingement dominated. Higher rotational speeds, larger 
impingement radii, and smaller jet flowrates favor the former type. 

Fig. 3 shows a sketch of the typical impingement dominated flow 
pattern observed in the flow visualization tests. In this regime the jet 
appears to flow radially outward (relative to the jet nozzle) for a short 
distance before being lifted from the surface, probably by a combi
nation of the disk rotation and the cross-flowing induced boundary 
layer. As the impingement flow is lifted a portion of it is able to con
tinue traveling radially inward toward the disk center. 

Fig. 4 depicts a typical rotationally dominated flow pattern ob
served in the flow visualization tests. In this regime, there is typically 
very little penetration of the jet flow in either the clockwise (against 
rotation) or radially inward directions. For a given jet size, transition 
between the two flow types can be observed by changing any one of 
the three variables (flowrate, impingement position, disk speed) in
dependently while holding the remaining two at constant values. In 
most cases the transition between these two flow types was observed 
to be quite abrupt, and could be heard as well as seen. In a small mi-

JlV 

SIDE VIEW 

TOP VIEW 

Fig. 3 Typical impingement dominated flow pattern 
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nority of cases, however, transition was not nearly as abrupt, and an 
intermediate flow pattern appeared which exhibited lifting of the 
impinged jet but no radially inward penetration. 

After the initial discovery of the transition phenomena described, 
the flow visualization experiments concentrated on documentation 
of the conditions existing at transition. An extensive series of tests 
were conducted with all three jet sizes and a variety of combinations 
of jet flowrate, disk speed, and radial impingement position. The 
ranges of variables encompassed by these tests are given in Table 1. 
The tests were conducted by maintaining jet flowrate and rotational 
speed constant while slowly increasing the radial impingement loca
tion until transition was observed. In some cases a small, repeatable 
hysteresis effect was observed; that is, when the impingement position 
was moved radially inward transition occurred at a different radius 
than it did when the impingement position was moved radially out
ward. This effect was not significant in terms of the overall correlation 
of the results. 

A reasonably concise correlation of all the observed transition 
conditions was attained by utilizing the calculated values of rota
tionally induced pumping flow passing the impingement radius as 
given in reference [12]. For the rotationally induced laminar boundary 
layers expected for most of the test range: 

QpJ = 0.886irri/Rer° (1) 

Fig. 5 shows the correlation attained in terms of the ratio of Qj to QP}g 
versus Rer. Each of the data points represents conditions at an ob
served transition point; the resulting band of points separates the 

~-=JJ 

SIDE VIEW 

Fig. 4 Typical rotationally dominated flow pattern 

Table 1 Variable ranges for flow visualization tests 

cm 

cm3/s 

rpm 

cm 

— 

— 

d = 0.159 

141 < Qj < 506 

360 < N < 5040 

3.18 < r < 10.48 

104 < Re r < 3 
X105 

7 X 103 < Re; < 25 
X10 3 

d = 0.238 

122 < Qj < 461 

480 < N < 4980 

3.81 < r < 10.61 

1.8 X to 4 < Re r 
< 2.7 X 105 

5 X 103 < Rej 
< 16 X 103 

d = 0.635 

107 < Qj < 351 

1860 < N < 4920 

2.22 < r < 10.48 

8 X 103 < Re r 
< 3 X 105 

103 < Rej 
< 4 X 103 
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rotational and impingement dominated zones. 
No direct determination of the laminar or turbulent character of 

the pumped boundary layer was made in the present study; never
theless, laminar-to-turbulent transition of this flow almost certainly 
takes place somewhere within the present test range which extends 
from Rer = 8 X 103 to Rer = 3 X 106. Transition may not occur at the 
same value of Rer for all tests since rotating disk flows are known to 
be sensitive to outside influences which, in this case, include the im
pinging jet. The fact that the flow regime transition results do not 
display any behavior attributable to a pumped flow boundary layer 
transition suggests that the turbulent or laminar character of this layer 
is of minor importance in determining the type of interaction with 
the impingement flow. This conclusion is supported by the fact that 
the Fig. 5 data correlates equally well with the calculated pumping 
flows for a turbulent boundary layer [12]: 

Qp,t = 0.06977rn/Rer
0-8 

(2) 

This correlation is shown in Fig. 6. 
Heat Transfer. Following correlation of the flow visualization 

results, an extensive series of heat transfer tests were conducted with 
all parameters held constant except jet flowrate which was increased 
in small increments in order to traverse from the rotationally domi-
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nated zone to the impingement dominated zone. 21 such series were 
conducted, encompassing various combinations of jet and disk sizes, 
rotational speeds, and radial impingement locations. Typical results 
are shown in Figs. 7-9. 

In all cases there is a clear correspondence between the transition 
location predicted from the flow visualization results and the mea
sured heat transfer rates. At low jet flowrates relative to the amount 
necessary to cause transition there is, on the average, no experimen
tally significant effect of the jet size on the average disk surface heat 
transfer. This result is surprising since there is a 16 to 1 variation in 
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average jet velocity from the largest to smallest jet at a given value 
of Qj. Moreover, the disk heat transfer is remarkably independent 
of the amount of impinging flow in the rotationally dominated flow 
regime. 

The latter behavior indicates that the average disk heat transfer 
at small values of Re r can be significantly increased over the no-
impingement levels by impingement with small jet flowrates. This 
is illustrated in Pig. 10 which shows a comparison of the no-im
pingement results of the present study with those of reference [13] 
and also with the present rotationally dominated zone heat transfer. 
The cross-hatched band encompasses all of the rotationally domi
nated results for the 21 test series. 

In all cases the measured heat transfer rates begin to increase 
somewhere within the transition location predicted from the flow 
visualization results. The increase is most pronounced for the smaller 
jets, and indicates that large increases in cooling rates in jet cooling 

applications are associated with operation in the impingement 
dominated regime. Also, it is apparent that heat transfer is dependent 
on jet velocity in the impingement dominated regime, with higher 
velocity jets yielding larger heat transfer rates. Thus, for a given 
available jet flow, it appears that better cooling can be obtained 
through use of a fewer number of high velocity jets if the available 
pressure differential across the jet orifices is great enough. 
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Steady State Temperature 
Distribution in a Solid Cylinder 
Moving in the Direction of its Axis 
Through a Cross-Flow of Hot Gas1 

A range of boundary value problems is solved that describe the steady state tempera
ture distribution in a solid circular cylinder of infinite length, moving in the direction of 
its axis. The cylinder is heated by a hot gas flowing perpendicularly to the cylinder. The 
problems differ in complexity depending on whether or not the cylinder is radially iso
thermal and the gas temperature uniform. Dimensionless charts are presented. This work 
pertains to the "moving wire techniques" for studying polymer flammability and measur
ing heat transfer from gases. 

Introduction 

The temperature distribution in a cylinder moving in the direction 
of its axis is an old problem in heat transfer. In 1910 and soon there
after, Nettleton [l]2 and Owen [2] solved problems of this type which 
applied to a column of mercury flowing in a tube between two reser
voirs at fixed temperatures; their theory enabled measurements of 
the thermal diffusivity of mercury. In more recent experiments on 
this system, Rosner [3] heated the tube in a flame and was able to 
measure certain heat transfer characteristics of the flame. A few other 
moving cylinder systems are treated in reference [4]. 

This paper takes a second look at the moving cylinder problem with 
a view to filling in some of the gaps in the theory. Our motivation is 
provided by recent experiments [5-8] using "moving wire techniques" 
to measure polymer flammability, and, also, heat transfer charac
teristics of flames. In the moving wire techniques (Fig. 1) a wire is 
drawn at a controlled speed in the direction of its length through a 
cross-flow of hot gas. The wire is a thermocouple, stretched taut, when 
the heat transfer characteristics of the gas are of interest; the tem
perature of the junction rises at a rate proportional to the heat transfer 
coefficient. To study polymer flammability, the wire consists of a 
metal or fiberglass strand supporting a coating of the polymer, and 
the hot gas contains oxygen for the polymer combustion. A steady 

1 Supported by The National Fire Prevention and Control Administration. 
U. S. Department of Commerce, Grant NFPCA 76-033. 
2 Numbers in brackets designate References at end of paper. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
April 25,1977. 

state is rapidly reached, in which residence time in the hot gas (cal
culated as distance divided by speed) corresponds to real time. By 
controlling the residence time, the experimenter can resolve the in
stantaneous stages of polymer combustion and carry out detailed 
chemical analyses of both the solid and gas phases. The surface 
temperature at which combustion begins provides a useful measure 
of the ignitability of the polymer. 

The boundary value problems solved here range from simple 
problems toward successively more flexible ones. The problems differ 

Speed v 

Fig. 1 Coordinate axes of the moving cylinder. The origin is on the cylinder 
axis; the x-axis is vertical. The heat source is a hot gas approaching In the 
x-direction from below. The conventional cylindrical coordinates r and tf> of 
a point are shown 
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in complexity depending on whether the cylinder is radially isother
mal, and whether the gas temperature is uniform. Interconnections 
between the various solutions are established and physical interpre
tations brought out. Particular attention is given to defining the exact 
nature of the time resolution mentioned, in which residence time 
corresponds to real time. In all the boundary value problems, the heat 
transfer coefficient is assumed to be independent of azimuthal angle 
<l> at each longitudinal position. This simplification is necessary to 
make exact solutions possible. In applications, the Reynolds number 
is often small enough for this approximation to be useful [9]. 

Although the cylinder here has only one material phase, both ra
dially and throughout its length, the present results can be applied 
to the moving wire experiments. Essentially, applications are possible 
to the moving thermocouple experiments when the two lead wires 
have equal or nearly equal heat capacities; applications to polymer 
coated wires are possible when the shell is thin, for then the only 
difference with a one-phase cylinder problem is the interpretation 
of the heat transfer coefficient. 

R e s i d e n c e T i m e 
The moving cylinder is a flowing solid. The simplest boundary value 

problem describing its temperature is one in which the cylinder is 
isothermal in every cross section: 

d2T dT 2KH lm 

bzi dz a 
T) = 0 (1) 

Tgas<z> 

TO" 

T a v Step function 

Square wave 

, / \ , I rapezoidal 
H / V ~ H \ h w ( toshowl in 

/ \ edqe effect: 

Trapezoidal wave 
ear 

edge effects) 

Arbitrary profile 

z = 0 z= I 

Fig. 2 Longitudinal gas temperature profiles between the cut-off points at 
z = 0 and z = I. Heat transfer is defined at z < 0 and z > / either by the re
quirement that Tgas = T0 in these regions (In which case h Is constant ev
erywhere) or by the requirement that h = 0 here 

and the gas temperature is an angle-independent step function in z 
(Fig. 2). The terms in the differential equation [4] describe heat 
conduction, convection due to the effective flow of the solid at speed 
v, and forced convection transfer due to the gas; K is the thermal dif-
fusivity and a is the radius of the solid, while h = H/k is the ratio, in 
units of reciprocal length, of the heat transfer coefficient H (heat flux 
for unit temperature difference) to the thermal conductivity k of the 
solid. The solution is chosen so that 

and 

(2) 

(3) 

In addition, both T and dT/dz must be continuous at z = 0. 
The solution may be written in terms of a dimensionless speed (v*) 

and position (z*) as follows: 

_ ~ ° = I (1 - R'1) exp [(R + l)v*z*} if z < 0 
•I au — 1 0 -Z 

Tau-T 1 

Tau — To 2 
(1 + R'1) exp [-(R - 1)0*2*] if 2 > 0 

(4) 

(5) 

where 

L (u*)2J 
R= 1 + 

1/2 

2/ch1/2' 
2 * = -

h^Z 
,1/2 (6) 

When v* > 5 (approximately), the solution is simply determined by 
a dimensionless residence time in the heat source region: 

and 

where 

and 

T = To if 2 < 0 

Tau-T 

Tnu — Tn 
e - ' * i f z > 0 , 

t* = z*/v* = inhtla 

(7) 

(8) 

(9) 

t = z/v (10) 

The last form satisfies a "quasitransient" boundary value problem: 

d T 2KH , m • , , 
— = (Tau-T)ift>0 (11) 
at a 

subject to 

T = T0 at t = 0 (12) 

and hence has a simple physical interpretation; namely, equation (8) 

. N o m e n c l a t u r e -
a = radius of cylinder 
h = ratio of heat transfer coefficient (heat 

flux for unit temperature difference) to the 
thermal conductivity of the solid, as in 
equation (30) 

Hs = finite Hankel transform of T, equation 
(28) 

I = modified Bessel function 
J = Bessel function 
K = modified Bessel function 
I = length of a square wave gas temperature 

profile 
I* = dimensionless length of a square wave 

gas temperature profile, equation (18) 
N = ah 
Nu = Nusselt number, equation (9) 
r = radial cylindrical coordinate 

r* = dimensionless radial cylindrical coor
dinate 

R = equation (6) or (33) 
t = residence time, t = z/v 
t* = dimensionless residence time, t* = 

z*/u* 
T = the temperature of the solid phase. Tgas 

and Ta„ are gas temperatures (see Fig. 2) 
v = (flow) speed of the solid 
v* = dimensionless (flow) speed of the solid, 

equation (6) 
w = width of the tails of Tgas 

w* = dimensionless width of the tails of Tgas, 
equation (20) 

W = equation (21) 
x = a root of equation (29) 

2 = longitudinal cylindrical coordinate 
z* = dimensionless longitudinal cylindrical 

coordinate, equation (6). 
2C0* = a dimensionless distance back from 

the cut-off point of Tgas, equation (17) 
K = thermal diffusivity 
0 = azimuthal cylindrical coordinate 

Superscr ipts and Subscripts 

o = initial, at room conditions, at z : 

n = order of a Bessel function 
s = label of a root of an equation 
gas = in the gas phase 
prime = derivative 
au = angle average 
qt = quasitransient 
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Fig. 3 Radially isothermal cylinder temperature, as a function of Residence 
time at fixed speed. The gas temperature is an angle-independent step function 
in z. Note that T can exceed T0 at zero residence time 

is the temperature which the cylinder would attain over its entire 
length if held stationary in a heat source for a real time equal to the 
residence time. This is the intuitive approximation in which a flow 
system (in this case, the moving cylinder) provides a time resolution 
of a corresponding transient system. It is valid when v* is large and 
hence (from equation (6)) much more heat is carried by the flow of 
the solid than by conduction in the solid or forced convection from 
the gas. Indeed, the quasitransient differential equation, equation 
(11), is obtainable from the full equation, equation (1), by dropping 
the 2-conduction term. 

Residence time, t = z/v, can vary in two ways, either at fixed speed 
(z varying) or at fixed position (v varying). Correspondingly, by a 
change of variables from v* and 2*, we can express the reduced tem
peratures in equations (4) and (5) in terms of t* and u*, or in terms 
of t * and 2 *. The residence time dependence of equation (5) is shown 
at fixed u* in Fig. 3 and at fixed 2* in Fig. 4. The two procedures are 
equivalent in the quasitransient limit but not when 2-conduction is 
important. In addition, the fact that heat is conducted partly in the 
upstream direction (against the cylinder motion) is responsible for 
two striking deviations from quasitransient behavior; specifically, Fig. 
3 shows that T can exceed T0 at zero residence time, while Fig. 4 
demonstrates the fact that T can be less than Tau at infinite residence 
time. 

Edge Effects 
This section compares the radially isothermal temperature distri

butions resulting from a number of possible distributions of heat 
transfer to the moving wire. The temperature profiles of the hot gas 
flowing across the wire are shown in Fig. 2 in the region between 2 = 
0 and 2 = I where heat is supplied to the wire. Two possibilities are-
considered in the regions — <» < 2 ^ 0 and I ̂  2 < <». Either Tgas = To 
in these regions, in which case heat is removed from the wire, or else 
h - 0 here, in which case no heat transfer occurs. With the Tgas = TQ 

cut-off, h is constant everywhere. The step function problem in Fig. 
2 was treated in the previous section. This result is now extended to 
the other cases. 

The differential equation, equation (1), may be solved for arbitrary 
Tgas (2) by Lagrange's method of variation of parameters. To cover 
the cases with constant h we choose the solution which reduces to the 
step function case: 

0.1 0.2 0.3 0.4 0.6 0.6 0.7 0.8 0.9 1.0 

Fig. 4 Radially isothermal cylinder temperature at fixed position. The gas 
temperature is an angle-independent step function in z. Note that T can be 
less than Tav at infinite residence time 

T=^rdfi 
v*R Jo \2K 

uZ\ 

exp[-(fl-l)(^)]Tgas(2-Z) 
X . 

+ exp[-(fl + l)(f)] 
(13) 

Tgas (z + Z) 

To help distinguish which effects are due to 2-conduction and which 
are not, we note that the large v* limit of equation (13) is 

T = T0 + e-** £ ' d(t*)'e«'YTgas (z') 

with 

{t*)' = -
2 Khz' 

(14) 

(15) 

The last expression satisfies the differential equation, equation (1), 
without the 2-conduction term. However, equation (14) is not in 
general quasitransient because position and speed can enter sepa
rately, not just through their ratio, residence time. 

The other cases with constant h are obtained by substitution into 
equation (13). When Tgas is a square wave, the solid temperature is, 
for 0 < 2 < I, 

1 

To 2 
(I + R~l) exp [- (R - l)v*z*] 

+ - (1 - R-1) exp [~(R + 1)L>*2C0*] (16) 

where 

h^(l-z) 
,1/2 

(17) 

is the dimensionless distance back from 2 = I where Tgas is cut off. The 
first term is the step function solution while the remainder is a cut-off 
correction. As shown in Fig. 5, the correction vanishes at large dis
tances from the cut-off point. It also vanishes in the large u* limit, 
except at 2 = /. The cylinder temperature at 2 = (is given in Figs. 6 
and 7, in which I* is the dimensionless source length, 

'—^ ™ 
A comparison with Figs. 3 and 4 shows the cut-off effects at 2 = /; one 
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effect, for example, is that the logarithmic temperature is no longer 
linear in residence time at fixed v*. 

We next consider a Tgas profile having tails at z = 0 and z = I which 
fall off linearly with a width of w (see Fig. 2). In the region where the 
heat source is flat, w < z < (I — w), the solid temperature is 

T — T 1 
"" • = - (1 + R-1) exp [- (R - l)u*z*] W((R - l)v*w*) 

Tau — To 2 

+ - (1 - R-1) exp [- (R + l)v*zC0*]W((R + l)u*w*) (19) 

_ _ _ - — 7*^OA~~ 
v* = 0.05 

-

^̂_———~~~~~ 

_ 

h- 3 -

1 

0 
0 0.1 • 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

( l * - z * ) 
t * = co v» 

Fig. 5 The correction to the radially isothermal cylinder temperature due 
to the cut-off in a square wave gas Temperature Profile. The correction is small 
in the quasitransient regime (large v") and at large distances from the cut-off 
point 
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where 

w* = — 
a 1/2 

is the dimensionless half-width, and 

W(x) = 

(20) 

(21) 

It is seen that the two terms in the previous square wave result are now 
multiplied by factors, W((R ± l)u*w*) which correct for the effect 
of the sloping edges. As shown in Fig. 8, these factors approach unity 
when w*/v* -* 0. However, their influence survives in the large v* 
limit; if w < z < (I - w), 

L w*/u* 1 Tan — To 

and when z = I, it may be shown from equation (14) that 

Tau-T L n - e - ^ M - ] 

Tau ~ To 

(21)(o) 

L w*/v* J 

[ »»*/»' — 1 "I 

w*/u* J 
(21)(b) 
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v* 
Fig. 7 Radially isothermal cylinder temperature at the cut-off point in a square 
wave angle-independent gas temperature profile. The speed (v ' ) is varied 
at a fixed source length (/*) 
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Fig. 6 Radially isothermal cylinder temperature at the cut-off point in a square 
wave angle-independent gas temperature profile. The source length (/*) is 
varied at fixed speed (v*) 
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Fig. 8 Correction factors in equation (19) for the cylinder temperature when 
the gas profile has tails of width w at its edges 
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A useful boundary value probleiri is one in which there is no heat 
transfer to the cylinder in the regions z < 0 and z > I. Between the two 
cut-off points heat transfer is by forced convection and the gas tem
perature is uniform. Equation (1) applies in the heat source region, 
but elsewhere, T satisfies 

d2T dT 
K — - — v — = 0 if z < 0 or z > I 

dz2 dz 
(22) 

With the auxiliary conditions that T and dT/dz are continuous at z 
= 0 and z = I, and that 

T — T0 as z -» -co 

T -*• constant as z - • •» 

(23) 

(24) 

it turns out that T rises exponentially at z < 0, due to back-conduc
tion, but is constant at z > /, where 

Tau - T 

Tao ~ To 

= 4fl [(R + l ) 2 e^-D"*'* - (R - l ) 2
 e-(fl+i)t-(*]-i ( 2 5 a ) 

This expression has the proper limits: 

T — T0 as I* — 0, and T -* Tou as I* — « 

In addition, it approaches the quasitransient limit exp (—l*/v*) as 
u* —» oo. Pigs. 9 and 10 are charts of equation (25a) in the same 
format as Figs. 3 and 4, for ease of comparison. Between the cut-off 
points, the cylinder temperature is 

Tau-T 

Tav ~ To 

_ (R + 1) eR»'1* e-W-U** +(R- i)e-^*'*e(fl+i>z* 

(R+ l ) 2 eR»*>* - (R - 1) e-*"*'* ( 2 5 & ) 

This expression also becomes quasitransient, as exp (—z*/v*), in the 
large v * limit. 

When Tgas (z) has an arbitrary shape between the h = 0 cut-off 
points, the cylinder temperature at z > I is 

2fl (R + 1) <?(/) + 1R {R - 1) .7(0) + RT0 

( f l+ l )2 e ( i J - i ) ' *«*- ( f i - i )2 e - ( f l+ i ) ' * "* " 

while at 0 < 2 < / i t is 

T= ! 
(ft + 1)2 e<*-i><*"* - (fi - l ) 2

 e-(«+1) '*"* 

X L-RoHi'-z*) (R - i ) [ 2 r 0 + (fi + i ) ^ ( i ) + (R- 1)^(0)] 

+ e«"*** y(z) [(fi + l ) 2 eS"*'4 - (R - l ) 2 e-•»"*"] 

+ e - f i ° v [ ( f l - l ) V ( ! ) e - s ° « l * 

(y*) 
-y(0) £*"*'* + 2(fi + 1) e *"*'*T0] 

+ e-fl"*z* <*(2) [(R + 1)2 efi«*(* - (R - 1)2 e-K"*'*] (26b) 

where (cf. equation (15)), 

and 

3{z) = \ C*'"* d(t*Y Tgas (z') e-(*+i)(»*)2(t*>' (27) 

<*(z) = - f ' * d ( t * ) ' T „ s (z') e<s-i>(»*)W (28) 
ft «yo 

Equations (26) reduce properly to equations (25) when Tgas is con
stant between the cut-off points. In addition, equation (14) is obtained 
in the source region when v* is large; the large limit here is evidently 
independent of the type of cut-off, depending only on the interme
diate shape of the source. At z > /, the temperature equation (266) 
reduces to equation (14) evaluated at z = /. 

R a d i a l E f f e c t s 
To generalize further the description of the moving cylinder, the 

radial (r) dependence of its temperature is now added. It is shown how 
the isothermal cross section results appear in a well-defined mathe
matical limit. 

The boundary value problem considered is 

Lr dr\ dr/ dz2 K dzi 

subject to 

<9T 

dr ' 
h(Teas - T) at r = a (30) 
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Fig. 9 Radially isothermal cylinder temperature to the right of a heat source 
which is bounded by regions of no heat transfer at z < 0 and z > I. The source 
length (/*) is varied at fixed speed (v") 

t-

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0 

i 

-

Tav 

Tav" 

-

-

/ i 

i 

- T 

"T0 

i 

i 

Large v 

= exp( 

i 

i 

* limit . 

-r/v*) 

Tav-

Tav 

i 

i i i i / 

A 
Small v* limit 

-T0 VVJJ . 
-

i i i > 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

I* 

Fig. 10 Radially isothermal cylinder temperature to the right of a heat source 
which is bounded by regions of no heat transfer at z < 0 and z > I. Speed (v") 
is varied at a fixed source length (/*) 
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and the requirement that T is everywhere finite. Again, Tgas is to be 
an arbitrary function of z. A finite Hankel transform (reference [10]) 
of T is now introduced: 

transient in general: 

T= E 
•7o(*.r*) 

where 

Hs= f dr*r* J0(xsr*)T 
Jo 

xs J0' (x„) + NJo(xs) = 0 

= iJV2 + z s
2 J0(xs) 

-t*x,V2N 

(31) 

(32) 

X J*_" d(t*)'e(">'*.1W" Tgas (z') (44) 

iV = ah is a dimensionless heat transfer coefficient, and r* = r/a. The 
inverse transform is given by 

This is the extension of equation (14) appropriate when radial gra
dients are nonzero. 

The parameter JV is the additional degree of freedom that arises 
when radial effects are present. When Tgas is a step function, for ex
ample, the r-dependent distribution, equation (38), has the form 

r = 2 E 
J0(xsr/a) 

Hs (33) 
stiNZ + XsHMXs)}2 

The advantage of this transform is that it removes the r derivatives 
in the differential equation: 

[~i--KJz- (~Y]Hs = -Mxs)NTeas (34) 
and the problem is reduced mathematically to one considered in the 
previous section. The full solution is 

Tm-T 

Tav — To 
6(z*,v*,r*,N) (45). 

whereas the corresponding isothermal core distribution, equation (5), 
has the form 

Tau-T 
= e (z*, v*) (46) 

E 
Jo(xsr*) 1 

(u*)*,ti # « + *,* Jo(xs) Rs 

:$~d(U-?\ 
exp[-(Rs ~ 1) Q]] Tgas (z - Z) 

\2J 

Tau ~ To 

Note that, from the boundary condition at r* = 1 

d 
N= In 8 at r* = 1 

dr* 

We now show that as JV —* 0 with v* fixed, the radial effects drop out. 
The proof relies' simply on the fact that, as JV —• 0 

(47) 

+ exP[~(fls + l)(g)] Tgas {Z + Z) 

where 

R. 
L JV(u*)2J 

(35) 

(36) 

The last result readily simplifies when Tgas (z) is a step function 
or square wave. For this purpose, we note that 

2JVE-
Jo(xsr*) 

7 fe2 + JVVofe) 
The step function solution for z > 0 is then 

(37) 
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T » ^ (1 + Rs~l) Jo(xsr*) 
= N E , , , „•» T / x e x P [_(^s - l)u*z*J (38) Tau-T0 " 7 Ocs

2 + JV2) J0(xs) 

while the square wave case is 
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N 

Fig. 11 Typical temperatures on the axis and on the surface, in the quasit-
ransient limit when T„as is a step function or square wave. At each f *, the upper 
branch is at r* = 0 and the lower branch at r* = 1 

•T 1 
;£-

Jo(xsr*) 

Tau-T0 (v*ys(xs2 + N*)Rs Jo(xs) 

X {(Rs - I ) " 1 exp [-(Rs - l)o*z*] 

+ (R, + l ) - 1 exp [- (Rs + l)o* (I* - z*)]| (39) 

These two formulas merge when I* — z* —• <» 
With /--dependence, a quasitransient limit is obtained as v* - • <=°, 

but with JV fixed. Both the last two formulas then approach the 
limit 

Tao-T 
•2NT. 

Jo(xsr*) 

x s
2 + JV2 Jo(xs) 

exp (-xs
2t*/2N) (40) 

This is the solution of the corresponding quasitransient boundary 
value problem. 

ld_/ dT\ _ldT 

r dr \ dr/ K dt 

subject to 

and 

dT 

dr ' 

T = T0 at t = 0 

; h (Tav - T) at r = a 

(41) 

(42) 

(43) 

The large v* limit of the solution for arbitrary Tgas (z) is not quasi-

0.1 0.2 0.3 0.4 0.5 -4 0.6 0.7 0.8 0.9 1.0 

Fig. 12 Surface temperature (r* = 1) and axis temperature (r* = 0) in the 
quesitransient limit when Tgas (z) is a step function or square wave. At each 
W, the upper branch is at r* = 1 and the lower branch at r* = 0 
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f(2iV)1/2 if s = 1 
xs ~* (48) 

(bounded away from 0 if s > 1 

It follows that, keeping D* fixed, 

fi? ifs = 1 
Rs-~\ (49) 

I °° if s > 1 

It now readily follows that the radial distributions for the arbitrary 
Tgas profile equation (35), for the step function equation (38), and for 
the square wave profile equation (39), reduce to the corresponding 
isothermal cross section results, equations (13), (5) and (16), respec
tively. The large v* radial distributions, equations (40) and (44), re
duce to their isothermal cross section limits when N ->- 0, with no 
accompanying restriction on t*. 

The simplest demonstration of radial effects is possible in the 
quasitransient limit when Tgas (2) is a step function or square wave. 
Pigs. 11 and 12 show how the temperatures at the axis and on the 
surface depart from the isothermal cross section prediction {N = 0). 
The deviations are small, especially at the surface, except when N is 
large; then the axis lags more behind the surface and the thermal wave 
takes longer to penetrate. Newman [11] has charted the cylinder 
temperature as a function of another set of variables, N and t*/2N, 
not correlated with the isothermal cross section limit. The JV-de-
pendence of (T„„ - T)/(Tau - T0) at fixed t*/2N is much steeper than 
at fixed t*. 
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Natural Convection in Liquid 
Metals in an Enclosure 

J. R. Custer and E. J. Shaughnessy1 

We report here the results of a numerical investigation of natural 
convection in liquid metals contained within a horizontal cylindrical 
annulus [l] .2 The bounding cylinders are each at constant, but dif
ferent, temperature. The flow is assumed two-dimensional and steady. 
The Boussinesq approximation is used to account for the temperature 
dependence of the density. The problem is formulated in terms of a 
stream function and a temperature function. The derivation of the 
equations is given in a companion paper [2]. 

To nondimensionalize the equations the radius of the inner cylin
der, ft,-, is chosen for the length scale, the temperature scale is T, -
To, the temperature difference between the inner and outer cylinders, 
and the stream function is scaled by v, the diffusivity of momentum. 
Three nondimensional parameters occur. These are the Grashof 
number go/?(T,- — To)ft,-3A'2, the Prandtl number via, and the radius 
ratio fto/ft;. It is important to note that the length scale in [2] is the 
radius of the outer cylinder fto, while the temperature scale is (T0 — 
T,), the negative of the temperature scale used in this note. As a result, 
the radius ratio of one paper is the inverse of the radius ratio in the 
other. Likewise, the Grashof number of this note is (ft;/fto)3 times that 
of the other paper and of opposite sign. 

The results presented here were obtained with the technique of 
partial spectral expansions. The principle of this approach is to ex
pand the dependent variables in a set of known basis functions. These 
functions ae generally chosen to satisfy known symmetries or in
variants of the flow. In this case the following expansions are cho
sen: 

4>(rJ)= £ fn(r) sin nB 
n=l 

T(r,0) = T,gn(r) cos n6 
71 = 0 

By truncating these expansions and using the orthogonality of the 
sines and cosines, differential equations governing the /„ (r) and gn (r) 
are obtained. These equations are then solved numerically. The results 
reported here were obtained with series truncated after n = 3. 

1 Graduate Student and Asst. Professor, respectively, Department of Me
chanical Engineering and Materials Science, Duke University, Durham, N. 
C. 

2 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer 
Division, March 30,1977. 

R e s u l t s 
Calculations were carried out for Prandtl numbers 0.005,0.01, and 

0.10 and radius ratios of 1.1, 2.0, and 4.0. Due to the extremely high 
conductivity of these fluids the conduction heat transfer rates are used 
to normalize the heat transfer results. The local temperature gradient 
due to conduction alone is denoted by qc- The overall heat transfer 
rate by conduction is denoted by Qc. Fig. 1 is a plot of the local non-
dimensional temperature gradient at each cylinder for a radius ratio 
of 4.0, Prandtl number of 0.01, and a Grashof number of 100. The 
angular coordinate is measured counter-clockwise from the direction 
of the gravity vector. Similar plots were obtained for all runs. Heat 
transfer rates above the conduction value occur where (q — qc)/\ qc I 
is negative. This corresponds to regions where the fluid is moving 
toward one of the cylinders. For the inner cylinder this occurs along 
the bottom surface (0 < 90°) while enhanced heat transfer to the outer 
cylinder occurs along its upper surface {8 > 90°). The overall heat 
transfer is obtained by integrating the local flux over the surface of 
one of the cylinders. Because the flow is steady, this quantity must 
be the same for each cylinder. The results are 

q-q( 

lqcl 
X 

io+ 3 

Fig, 1 Local heat flux on inner and outer cylinders for radius ratio of 4.0, 
Prandtl number 0.01 and Grashof of 100 
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radius ratio = 

radius ratio = 

= 2.00 

Qc 

= 4.00 

Qc 

1 + 5 X 10" 

1 + 1 X 10" 

-8 R a 2 . 0 1 4 

-4 R a 1 . 9 3 5 

These results are valid for Rayleigh numbers less than 50. The cor
responding Grashof numbers are less than 5 X 103. For a radius ratio 
of 1.1, Q/Qc was equal to 1 out to a Grashof number of 106. 

It is not possible to compare these results with heat transfer results 
from [2] since the number of terms retained in the expression in [2] 
for the temperature field is insufficient to permit meaningful com
parison. 

In all cases investigated, the flow pattern consisted of a single eddy 
in each vertical half of the annulus. As the Grashof number increased, 
the center of each of these eddies fell below the horizontal plane. Al
though the perturbation results of Mack and Bishop [4] and the 

previously referenced investigation of the present authors both in
dicate the possibility of transition to a multicellular flow, none was 
observed here. 
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An Exact Solution of the 
Boussinesq Equations for an 
Infinite Wall in a Stratified 
Fluid1 

M. C. Jischke2 

Introduction 
An exact solution of the two-dimensional Boussinesq equations has 

been obtained for an infinite vertical wall bounding an infinite fluid 
half-space. Both the wall and the fluid far from the wall have arbitrary 
(stable) linear stratification. The fluid motions are the result of 
buoyancy forces due to gravity. 

Chen and Eichhorn [l],3 Cheesewright [2], and Yang, Novotny and 
Cheng [3] have studied the problem of a finite wall in a stably-strat
ified fluid using the natural convection boundary-layer equations. 
Similarity solutions are not possible in the isothermal wall case, and 
various approximate analytical-numerical methods have been em
ployed to solve the boundary-layer equations. Similarity solutions 
have been obtained [3] for the case where the wall and ambient fluid 
have the same stratification. These results show that stratification 
increases the heat transfer above the isothermal value (e.g., corre
sponding to an isothermal fluid with the mean temperature of the 
stratified case), in agreement with experiment. 

Doty and Jischke [4] have examined the unsteady linearized 
problem in which the wall and fluid temperatures differ only slightly. 
The resulting steady state solutions are of the boundary layer type 
and show that the temperature difference is communicated to the 
fluid through viscous and thermal boundary layers whose thickness 
if of the order Gr-1''4. We shall later compare these linearized results 
with the new exact solution. 

Gill [5] in his study of laminar free convection in enclosures showed 
that there is another exact solution of the Bossinesq equations if the 
wall and fluid far from the wall have the same linear stratification, 

giving temperatures that differ by a constant. The resulting solution 
is similar to the linearized solution of Doty and Jischke [4] and shows 
the oscillatory nature of the resulting velocity and temperature fields. 
Our results here differ from those of Gill in that we assume the wall 
and fluid stratifications differ. 

Finally, it is useful to recognize that the present solution is analo
gous to the exact solution of the Navier-Stokes equations developed 
by Karman [6] for the case of a rotating infinite disk bounding a vis
cous, incompressible fluid. Karman's result has been generalized by 
Rogers and Lance [7] to allow for rotation of both the disk and the 
fluid far away. Although the analogy is not mathematically precise, 
the structure of these rotating flows is quite similar to that of the so
lutions developed in this paper, again showing the qualitative simi
larity of rotating and stratified flows. 

Analysis 
The two-dimensional Navier-Stokes equations can be written 

du du 
— + — = 0 
dx dy 

du du —1 dp , m 
u — + v — = - + gP(T-

dx dy pn dx 

dv 

„ . ld2u d2u\ 

du du 1 dp id'-u d''u\ 
— + u — = -+ v I—- + — - ) 
dx dy no dy \dx2 3y / dy 

6T <9T 
U h U : 

dx dy 

[d2T d2T^ 

(1) 

(2) 

(3) 

(4) 
V dx 2 dy2' 

where x and y, respectively, represent the coordinates parallel and 
normal to the plate. 

Here, we have employed the Boussinesq approximation in which 
the density changes are due to temperature changes only and are 
important only in the buoyancy force due to gravity. The kinematic 
viscosity v, thermal expansion coefficient /3, and thermal diffusivity 
a are all assumed to be constant. 

We wish to develop the solution of these equations for the case of 
an infinite vertical wall boundary an infinite half-space of fluid. The 
wall and distant fluid are assumed to be linearly stratified in the 
vertical direction with different stratifications. 

1 This work has been supported by National Science Foundation Grant ENG 
74-18033 

2 Professor, University of Oklahoma, Norman, Okla. 
3 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer 
Division December 15, 1976. 

Tw = T0 + awx, 

T„ = T0 + a„x, 

aw = dTw/dx 

o . = dT„/dx 

(5) 

(6) 

where both aw and a - must be positive if the flow is to satisfy the in-
viscid stability criterion. Here x is defined such that at x = 0 the wall 
and distant fluid have the same temperature. 

We assume a solution of the following form 
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radius ratio = 

radius ratio = 

= 2.00 

Qc 

= 4.00 

Qc 

1 + 5 X 10" 

1 + 1 X 10" 

-8 R a 2 . 0 1 4 

-4 R a 1 . 9 3 5 

These results are valid for Rayleigh numbers less than 50. The cor
responding Grashof numbers are less than 5 X 103. For a radius ratio 
of 1.1, Q/Qc was equal to 1 out to a Grashof number of 106. 

It is not possible to compare these results with heat transfer results 
from [2] since the number of terms retained in the expression in [2] 
for the temperature field is insufficient to permit meaningful com
parison. 

In all cases investigated, the flow pattern consisted of a single eddy 
in each vertical half of the annulus. As the Grashof number increased, 
the center of each of these eddies fell below the horizontal plane. Al
though the perturbation results of Mack and Bishop [4] and the 

previously referenced investigation of the present authors both in
dicate the possibility of transition to a multicellular flow, none was 
observed here. 
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An Exact Solution of the 
Boussinesq Equations for an 
Infinite Wall in a Stratified 
Fluid1 

M. C. Jischke2 

Introduction 
An exact solution of the two-dimensional Boussinesq equations has 

been obtained for an infinite vertical wall bounding an infinite fluid 
half-space. Both the wall and the fluid far from the wall have arbitrary 
(stable) linear stratification. The fluid motions are the result of 
buoyancy forces due to gravity. 

Chen and Eichhorn [l],3 Cheesewright [2], and Yang, Novotny and 
Cheng [3] have studied the problem of a finite wall in a stably-strat
ified fluid using the natural convection boundary-layer equations. 
Similarity solutions are not possible in the isothermal wall case, and 
various approximate analytical-numerical methods have been em
ployed to solve the boundary-layer equations. Similarity solutions 
have been obtained [3] for the case where the wall and ambient fluid 
have the same stratification. These results show that stratification 
increases the heat transfer above the isothermal value (e.g., corre
sponding to an isothermal fluid with the mean temperature of the 
stratified case), in agreement with experiment. 

Doty and Jischke [4] have examined the unsteady linearized 
problem in which the wall and fluid temperatures differ only slightly. 
The resulting steady state solutions are of the boundary layer type 
and show that the temperature difference is communicated to the 
fluid through viscous and thermal boundary layers whose thickness 
if of the order Gr-1''4. We shall later compare these linearized results 
with the new exact solution. 

Gill [5] in his study of laminar free convection in enclosures showed 
that there is another exact solution of the Bossinesq equations if the 
wall and fluid far from the wall have the same linear stratification, 

giving temperatures that differ by a constant. The resulting solution 
is similar to the linearized solution of Doty and Jischke [4] and shows 
the oscillatory nature of the resulting velocity and temperature fields. 
Our results here differ from those of Gill in that we assume the wall 
and fluid stratifications differ. 

Finally, it is useful to recognize that the present solution is analo
gous to the exact solution of the Navier-Stokes equations developed 
by Karman [6] for the case of a rotating infinite disk bounding a vis
cous, incompressible fluid. Karman's result has been generalized by 
Rogers and Lance [7] to allow for rotation of both the disk and the 
fluid far away. Although the analogy is not mathematically precise, 
the structure of these rotating flows is quite similar to that of the so
lutions developed in this paper, again showing the qualitative simi
larity of rotating and stratified flows. 

Analysis 
The two-dimensional Navier-Stokes equations can be written 

du du 
— + — = 0 
dx dy 

du du —1 dp , m 
u — + v — = - + gP(T-

dx dy pn dx 

dv 

„ . ld2u d2u\ 

du du 1 dp id'-u d''u\ 
— + u — = -+ v I—- + — - ) 
dx dy no dy \dx2 3y / dy 

6T <9T 
U h U : 

dx dy 

[d2T d2T^ 

(1) 

(2) 

(3) 

(4) 
V dx 2 dy2' 

where x and y, respectively, represent the coordinates parallel and 
normal to the plate. 

Here, we have employed the Boussinesq approximation in which 
the density changes are due to temperature changes only and are 
important only in the buoyancy force due to gravity. The kinematic 
viscosity v, thermal expansion coefficient /3, and thermal diffusivity 
a are all assumed to be constant. 

We wish to develop the solution of these equations for the case of 
an infinite vertical wall boundary an infinite half-space of fluid. The 
wall and distant fluid are assumed to be linearly stratified in the 
vertical direction with different stratifications. 

1 This work has been supported by National Science Foundation Grant ENG 
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Tw = T0 + awx, 

T„ = T0 + a„x, 

aw = dTw/dx 

o . = dT„/dx 

(5) 

(6) 

where both aw and a - must be positive if the flow is to satisfy the in-
viscid stability criterion. Here x is defined such that at x = 0 the wall 
and distant fluid have the same temperature. 

We assume a solution of the following form 
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•• 4v(g0\aw - a„\/4W2xf'{r,) 

-Avigfl^-aAIAv^firj) 

T = T„ + (Tw - T„)0(v) 

P = P o - p o — + 
x2 du 

2 dy 

(V) 

(8) 

(9) 

(10) 

•0 

where ij = yte/3|a„, — a™ |/4v2)1 / 4 . Aside from constants inserted for 
convenience, this solution assumes the streamfunction and temper
ature change are proportional to x, the vertical coordinate. The re
sulting ordinary differential equations for f and 0, then, are 

4(/ '2 - / / " ) = / ' " + sgn(m)0 

— 0" - 4mf - 40/' + 4/0' = 0 
Pr 

with boundary conditions 

7) = 0: / = / ' = 0, 0 = 1 

JJ - * oo: / ' , 6 ->• 0 

T h e s t ra t i f ica t ion p a r a m e t e r m , 

m = aa/(aw - o » ) 

(ID 

(12) 

(13) 

(14) 

(15) 

is a measure of the buoyancy force driving the motion. The stratifi
cation parameter m and the Prandtl number are the only parameters 
in the problem for / and 6. Provided m > 0, the equations for f and 0 
are identical to those derived by Yang, et al. [3] for the similarity so
lutions of the laminar boundary layer equations for free convection 
flow from a nonisothermal plate immersed in a temperature stratified 
medium (see equations (7, 8) of reference [3] for n = 1). The terms 
normally neglected in the boundary layer approximation are identi
cally zero in the flow being considered in this paper. Thus we see that 
for the special case of a linearly stratified fluid and wall, the stream-
function and temperature obtained in the boundary layer approxi
mation are identical to those obtained from the exact solution. The 
results for the pressure field differ, however, the exact solution ac
counting for variations in the pressure normal to the wall, 

P = Po + Po£/3a»—- - 2/*(g/3|a11 

The heat transfer and shear stress at the wall (qw and TW, respec
tively) are given by 

-h{aw - a„)Gr1/40'(O) 

where the Grashof number Gr is defined as 

Gr = ePW 
4*>2 

(17) 

(18) 

(19) 

The result for the heat transfer can be rewritten in terms of a 
Nusselt number, Nu, as 

Nu^ 
QwX 

i(Tw - T „ ) 
-Gr^fl'CO) (20) 

Equations (11) and (12) were solved numerically in much the same 
manner as in reference [3]. 

R e s u l t s 
Typical numerical results are shown in Fig. 1, where the non-di

mensional temperature and streamfunction are shown for Prandtl 
number equal to unity and various values of the stratification pa
rameter m. 

liaw, am must both be positive for stability, then the range of m for 
which stable solutions are possible is restricted. Since aw/a„ = (m + 
l)/m must then be positive, unstable solutions must correspond to 
the range of m values 

-1 < m < 0, unstable (21) 

OS 

*,f. 

05 

\v\ 

\ \ \ m = 0 

Y X V ^ ^ 

^ ^ ^ 5 § ^ L ^ 
\ \ "5 

' 

Pr=i 
— Linearized 

Solution, 

E q s ( 2 6 , 2 7 ) 
m = 5 

_̂JT1=_0____ 

—~~~~~~ -5 
— 1 

• ^ 5 

• - ~ - _ r ~ ~ ~ ~ ~ - - — = — — 
I S ^ 5 ^ ^ 

-5 

-1 

1 
Fig. 1 Temperature and streamfunction profiles for various stratification 
ratios (Pr = 1). 

• a„ | ) I / 2 (2 / 2 + / ' ) (16) m: 
Numerical solutions could not be obtained in this range of values of 

The present numerical results illustrate the boundary layer nature 
of the flow. That is, if we define the thermal boundary layer thickness 
<5ras 

then we have 

5T '• 

5T 

r T-T„ 

Tw-T. 
•dy 

Gr- i / 4 fj 8(v)dn 

(22) 

(23) 

and the thermal boundary layer thickness decreases with increasing 
Grashof number, becoming very thin for large Gr. 

Thus for large Grashof number, the difference in the wall and fluid 
temperatures is communicated to the fluid through viscous and 
thermal boundary layers whose thicknesses are of the order Gr - 1 '4 . 

4 Numerical solutions were obtained in [3] for the range of m corresponding 
to equation (21), apparently contradicting this discussion. However, the analysis 
in [3] implicitly assumes Tw > T„ (see equation (16) of [3] for n = 1 and the 
assumption L > 0). For n = 1, equations (5 and 6) of [3] can be combined to 
show 

L 4 

"(« 4v2x I 

Thus L is real only if Tw > T„—corresponding to aw > a„ and m > 0 if a„ > 
0. However, if a„ < 0 (corresponding to m*< 0), the flow is hydrodynamically 
unstable and stable solutions do not exist. Equation (11) of this paper and 
equation (7) of [3] differ by the coefficient, sgn(m), of d, and this appears to be 
an error in [3]. As a result, the solutions in [3] for m < 0 appear to be physically 
unrealistic. 
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Linearized solution 
Eqa(26 ,27) 
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Fig. 2 Wall heat transfer, wall shear stress for various stratification ratios 
(Pr=1). 

Within the boundary layer, buoyant forces are resisted by viscous 
shear stresses and the pressure remains relatively constant. Fluid 
particles above x = 0 near the plate are heated (aw > a„) because of 
conduction and the increased buoyancy force causes the fluid to rise. 
Fluid particles below 2 = 0 near the plate are cooled (aw > a„) and 
fall. The vertical mass flow near the wall induces a horizontal velocity, 
which is of the order of Gr -1 ' '4 relative to the vertical velocity. 

These results also show that because of stratification, the approach 
to conditions far from the wall is a damped oscillation, with frequency 
a (e.g., / , 8 <x e*"0 that satisfies the quartic equation 

0 

Pry-

" l 

— 0-5 
- 10 
- 2 0 
_ 5 0 

—10'0 
— 1000 

2 

m = l 

V 
3 

0,4 + 4/(a»)(i + pr)w3 + (4/(«))2pra)2 + 4 | m | p r = o (24) F i9 ' 3 E " e c l °' P r a n d " n u m b e r o n , h e t e m P e f a t u r e P""iles <m = D-

Note that i f / ( • » ) « ! , 

'(-liiKHPr)1/" (25) 

the linearized result. 
The numerical results in Fig. 1 show that as m increases from zero, 

the boundary layer thickness decreases and the heat transfer in
creases. These results can also be compared with those of the linear
ized theory in which \m\ » 1 (e.g., \aw/aa — l | « 1). The linearized 
temperature and streamfunction are 

6lin = exp (-i)) cos (ij) (26) 

hin = sgn(m)(l - exp (-rj (cos rj + sin 7/)/4(lm/Pr)3/4 (27) 

(n = ri(\m\~Pr)1/4 and are compared with the exact nonlinear results 
for rri = 5 in Fig. 1. Surprisingly close agreement (within 10 percent 
for \m\ > 3) is obtained, suggesting that the linearized theory may 
provide a useful approximation in many problems of interest. 

The effect of the stratification ratio on the heat transfer and shear 
stress at the wall is shown in Fig. 2 for Pr = 1. The linearized result 
is also given. As Fig. 2 again shows, the linearized theory gives results 
which are accurate to within 10 percent for | m \ exceeding about 3. 

The effect of variations in the Prandtl number on the temperature 
is illustrated by the results in Fig. 3 for m = 1 and Prandtl numbers 
ranging from 0.5 to 100. As the Prandtl number increases at fixed m, 
the damping effect of viscosity becomes more pronounced and the 
thickness of the boundary layer decreases. 

A c k n o w l e d g m e n t s 
We are grateful to the National Science Foundation for their sup

port of this work under NSF Grant ENG 74-18033. 

References 
1 Chen, C. C, and Eichhorn, R., "Natural Convection from a Vertical 

Surface to a Thermally Stratified Fluid," JOURNAL OF HEAT TRANSFER, 
TRANS. ASME, Series C, Vol. 98,1976, pp. 446-451. 

2 Cheesewright, R., "Natural Convection from a Plane Vertical Surface 
in Non-Isothermal Surroundings," International Journal of Heat and Mass 
Transfer, Vol. 10,1967, pp. 1847-1959. 

3 Yang, K. T., Novotny, J. L. and Cheng, Y. S., "Laminar Free Convection 
from a Nonisothermal Plate Immersed in a Temperature Stratified Medium," 
International Journal of Heat and Mass Transfer, Vol. 15,1972, pp. 1097-
1109. 

4 Doty, R. T. and Jischke, M. C, "Linearized Buoyant Motion Due to Im
pulsively Heated Vertical Plates(s)," International Journal of Heat and Mass 
Transfer, Vol. 17,1974, pp. 1617-1620. 

5 Gill, A. E., "The Boundary Layer Regime for Convection in a Rectangular 
Cavity," Journal of Fluid Mechanics, Vol. 26, part 3,1966, pp. 515-536. 

6 Karman, Th.v., "Uber Laminare und Turbulente Reibung," Zeitschrift 
fur Angewandte Matematik und Mekanik, Vol. 1,1921, pp. 233-251. 

7 Rogers, M. H. and Lance, G. N., "The Rotationally Symmetric Flow of 
a Viscous Fluid in the Presence of an Infinite Rotating Disk," Journal of Fluid 
Mechanics, Vol. 7,1960, pp. 617-631. 

678 / VOL 99, NOVEMBER 1977 Transactions of the ASME 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Mixed Convection Across a 
Horizontal Cylinder With 
Uniform Surface Heat Flux 

A. Mucoglu1 and T. S. Chen1 

I n t r o d u c t i o n 
Recently, a new analysis of mixed convection across a horizontal 

cylinder was presented by the present authors [l]2 who employed a 
new finite-difference method [2, 3] to solve the transformed nonlinear 
conservation equations. This solution method is simple and efficient 
to use, and can provide accurate numerical results even for a region 
very close to the point of flow separation at which other solution 
methods fail to yield results. Their results for uniform wall temper
ature revealed that without using the actual local free stream velocity 
distributions, it is not possible to assess accurately the real charac
teristics of the local surface heat transfer rate. 

The present work is an extention of the earlier analysis [1] by the 
present authors and deals with the case in which a uniform surface 
heat flux is prescribed at the surface of the cylinder. The study en
compasses the entire regime of mixed convection, ranging from pure 
forced convection to pure free convection. The problem is formulated 
in a manner similar to that given in reference [1], as is the solution 
method. Numerical results for fluids having a Prandtl number of 0.7 
are presented and compared with those for the case of uniform wall 
temperature [1]. 

A n a l y s i s 
Envision a long horizontal cylinder which is aligned normal to a 

uniform, undisturbed oncoming free stream with velocity u„ and 
temperature T„. The radius of the cylinder is R. The gravitational 
acceleration g is acting downward, while the forced flow is assumed 
to be moving upward in the opposite direction. The x -coordinate is 
measured along the circumference of the cylinder from the lower 
stagnation point and the y -coordinate is measured normal to the 
surface. For the case of downward forced flow, however, the a:-coor
dinate is measured from the upper stagnation point. Let the surface 
of the cylinder be maintained at a constant heat flux qw. The analysis 
parallels are given in reference [1]. To conserve space, its details are 
omitted here. 

The conservation equations and the boundary conditions describing 
the present problem are identical to those given by equations (l)-(4) 
of reference [1], except that the uniform wall temperature condition 
therein is now replaced by the uniform surface heat flux condition 
dT/dy = —qw/k at y = 0. In general, the local free stream velocity 
distributions across the cylinder have the expression [4] 

U/u„ = A(x/R) + B(x/R)3 + C(x/fl)5 + . (1) 

where A, B, C, etc., are constants. For the ideal case of an inviscid flow, 
the U(x) expression has the form 

[7/u» = 2 sm(x/R) (2) 

with A = 2, B = - 1 / 3 , C = 1/60, etc., from the sine series expan
sion. 

The first step in the analysis is to transform the conservation 
equations and their boundary conditions from the (x, y) coordinates 
to dimensionless coordinates by a proper choice of transformation 
variables for the forced-flow dominated case and the buoyancy-force 
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dominated case. The combination of these two cases then encom
passes the entire regime of mixed convection. 

Forced-Flow Dominated Case. In this case, the buoyancy force 
is of the secondary importance and the transformation can be pat
terned after that for pure forced convection. To this end, use is made 
of the Gortler-Meksyn variables [5] 

(•* U dx U 

J o u„ R J {2>,Ru«,!r)m 

along with a reduced stream function /(£, 77) and a dimensionless 
temperature 0(£, T}) defined, respectively, by 

${x,y) 
fd, v) 

(2vRu„£) 1/2' 
[ T ( s , y ) - T . ] R e ^ 

<?(?, n) = — ; (4) 
qwR/k 

in which Re is the Reynolds number and \j/(x, y) is the stream function 
that satisfies the mass conservation equation with 

u = d\p/dy, v = —d\j//dx (5) 

By introducing equations (3)-(5) into the conservation equations, 
one can arrive at the following system of equations 

/ '" + //" + 2 ^ ( 1 

1 

.n±2Q^^me 
( t / / u j 3 

= 2!(r*r_rE) 

— 0" + fff •• 
P r *('5-"D 

(6) 

(7) 

/'(f,0).= 0, f(£, 0) + 2#/(£, 0)/3| = 0, 

<?'(£, 0) = - V2£/(U/u„), /'(£, 00) = 1, 0(H, a,) = 0 (8) 

In the foregoing equations, the primes stand for partial derivatives 
of rj and the buoyancy parameter fi has the expression 

fi = |Gr|/Re ; ,5/2 (9) 

wherein the Grashof number Gr and the Reynolds number Re are 
defined, respectively, as 

Gr = gPqwR4/kv2 Re = u^Rh (10) 

It is noted here that the plus and minus signs in front of the buoyancy 
parameter A in equation (6) refer, respectively, to assisting and op
posing flows. 

The ^-dependent coefficients appearing in the second and third 
terms on the left-hand side of equation (6) can be evaluated when the 
local free stream velocity distribution U(x) is prescribed. At the 
stagnation point, equations (6)-(8) can be simplified to 

/ ' " + / /" + (i - f2) ± m/A2 =• 0 

Pr 

/'(0) = /(0) = 0, 0'(O) = -1/VA , / '(») = !, 

(11) 

(12) 

0(°°) = 0 
(13) 

where A = 2 for U(x) from potential flow solution and A < 2 from 
measurements [4]. 

The physical quantities of interest here include the local friction 
factor Cf and the local Nusselt number Nu. They are defined, re
spectively, by 

Cf = Tm/(pu„2/2), Nu = hR/k (14) 

From the definitions of wall shear stress TW = n(du/dy)y=o, local heat 
transfer coefficient h = qw/(Tw - T„), and Fourier's law qw = 
—k{dT/dy)y=o, it can be shown that 

QRe 1 ' 2 = V2(U/u«,)2f"(£, 0)/iv\ NuRe"1 / 2 = 1/0(?,O) 
(15) 

Buoyancy-Force Dominated Case. When the buoyancy force 
dominates the flow field, it is logical to transform the governing 
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equations after the pattern of pure free convection. The transfor
mation variables (X, Y), the reduced stream function F(X, Y), and 
the dimensionless temperature tj>(X, Y) for this case are now defined 
as 

X = x/R, Y=(y/f l ) |Gr | i /5 (16) 

F(X, Y) •• 
' vX\Gr\1/5' 

4>(X, Y) 
[T{x,y)-T.]\QT' 1/6 

qwR/k 

(17) 

With equations (16) and (17), the transformation leads to 

( - ) F » + ̂ _ F 2 + ii^A^u +
 sinX 

Xu^dX X 

/ dF' dF\ 
= X(F' F" — \ (18) V ax ax/ 

1 / dd, dF\ 
— i / ' + W = X ( F ' — - 0 ' — ) (19) 
Pr \ dX dX/ 

F'(X, 0) = 0, F(X, 0) + XdF(X, 0)/8X = 0, 4>'(X, 0) = - 1 

F'(X, » ) = (l/X)(U/u„)A1 /2 , <MX, c=) = 0 (20) 

where the primes now stand for partial derivatives with respect to Y 
and the forced-flow effects are described by the parameter 

A = Re2 / |Gr|4 /6 = fl-4/6 
(21) 

The coefficients in front of A in equation (18) and in the boundary 
condition F'(X, °°) can be readily evaluated once the local free stream 
velocity U(x) is specified. At the stagnation point, equations (18)-(20) 
reduce to 

F'(0) = F(0) = 0, 

+ FF" -

1 
— rf/ 
Pr 

0'(O) = 

F'2 + A2A + 

'+*>' 

- 1 , 

= 0 

F'(co) 

= 0 

•• A A 1 ' 2 , 

(22) 

(23) 

<#>(<=) = 0 
(24) 

The local friction factor Cf and the local Nusselt number Nu for 
this case have the expressions 

CfRe1^ = 2XF"(X, 0)lA*l\ NuRe"-1/2 = l/{<t>(X, OH1'4] 
(25) 

In the numerical computations, which covered 0 < 0 < °° (i.e., from 
pure forced convection to pure free convection), equations (6)-(8) were 
used for 0 < fi < 10 and equations (18)-(20) for 1 < fi < <= (i.e., 1 > 
A > 0). They were solved by an efficient and accurate finite difference 
method described by Keller and Cebeci [2 and 3]. It was verified that 
the two sets of equations yielded the same results for the same values 
offi. 

R e s u l t s a n d D i s c u s s i o n 

Numerical results were obtained for gases having a Prandtl number 
of 0.7 for buoyancy force parameter Gr/Re6/2 ranging from 0 (i.e., pure 
forced convection) to °° (i.e., pure free convection with Re2/Gr4/5 = 
0) for assisting flow and from 0 to -2 .0 for opposing flow. Two typical 
U(x) expressions for free stream velocity distributions were used in 
the calculations. They are the inviscid flow velocity solution given by 
equation (2) and the velocity distributions from the measurements 
of Sogin and Subramanian [4] at a Reynolds number of Re = 61,000, 
as given by equation (1) with A = 1.820, B = -0.40, and C = 0. This 
latter profile is valid for an angle of about 90 deg from the stagnation 
point. Thus, the results to be presented are terminated at * = 90 
deg. 

The angular distributions of the local wall shear stress results 
C/Re1/2 and the local Nusselt number results NuRe _ 1 / 2 are shown, 
respectively, in Figs. 1 and 2. As can be seen from the figures, the local 
wall shear and the local Nusselt number increase with increasing 
buoyancy force for assisting flow (Gr/Re5/2 > 0). This is because in 
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Fig. 1 Angular distributions of the local wall shear stress, Pr = 0.7 
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Fig. 2 Angular distributions of the local Nusselt number, Pr = 0.7 

the assisting flow case the buoyancy force induces a favorable pressure 
gradient which retards the flow separation and increases the velocity 
and temperature gradients at the wall. An opposite trend is in evi
dence for the opposing flow (Gr/Re5/2 < 0). An inspection of Figs. 1 
and 2 also reveals that the variation of the local free stream velocity 
has a strong effect on the flow and heat transfer characteristics. For 
a given buoyancy force, the inviscid flow velocity distribution provides 
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local friction factor and Nusselt number that are much larger than 
those provided from measured forced convection flow. This effect is 
rather pronounced at large angles for small and moderate buoyancy 
forces, particularly for the opposing flow. However, for assisting flow 
with strong buoyancy forces (Gr/Re5/2 > 20), the dependence of the 
local friction factor and the local Nusselt number on the variation of 
the local free stream velocity distributions is seen to diminish as 
Gr/Re5 /2 increases. 

It needs to be pointed out that the measured free stream velocity 
distribution used in the computations, equation (1), is for pure forced 
convection. For mixed convection flow with buoyancy force assisting, 
the actual local free stream velocity U(x) is expected to lie between 
the measured forced convection flow [4] and the inviscid flow. Thus, 
the actual local wall shear and surface heat transfer results for the 
assisting flow case will probably lie somewhere between the values 
calculated by applying the two U(x) expressions, with the results from 
the measured forced convection flow as the lower bounds and those 
from the inviscid flow as the upper bounds. For the opposing flow, the 
buoyancy force advances flow separation, and the results based on 
U(x) from the measured forced convection flow may, therefore, be 
considered as the upper bounds. Thus, it can be concluded that the 
use of inviscid flow velocity distribution fails to provide reliable results 
in the region away from the stagnation point, particularly for the 
opposing flow. 

The angular distributions of the local Nusselt number for large 
buoyancy parameters (5 < Gr/Re5/2 < °°) are shown in Fig. 3 in terms 
of NuGr-1 '5 . The curve for Gr/Re6 /2 = » (i.e., Re2/Gr4 '6 = 0) corre
sponds to the case of pure free convection and agrees very well with 
the results of Koh [6]. As the buoyancy parameter increases to <», the 
effect of the variation of the local free stream velocity distributions 
on the local Nusselt number diminishes completely. 

It is of practical interest to compare the present local Nusselt 
number results for the Uniform Surface Heat Flux (UHF) with those 
for the Uniform Wall Temperature (UWT) reported in [1]. The di-
mensionless temperature and the Grashof number for the uniform 
wall temperature case are defined, respectively, by 

6(I;,V)UWT = <t>(X, Y)UWT ={T- T„)/(TW - T„) (26) 

Gr* = gfl(Tw - T„)Ryv* (27) 

The corresponding expressions for the buoyancy parameter fi* and 
the local Nusselt number Nuj/n/r for the forced-flow dominated case 
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are given by [1] 

fi* = |Gr*|/Re2 (28) 

NuuwTRe-1/2 = -[(U/u„)/V2l]8'(t, 0)UWT (29) 

and the forced-flow parameter A* and the local Nusselt number for 
the buoyancy-dominated case by 

A* = Re2/ |Gr*| (30) 

NuU WTRe- 1 / 2 = ~<f>'(X, 0 ) U W T A * - 1 / 4 (31) 

To facilitate a comparison of the results between the uniform sur
face heat flux and the uniform wall temperature, an equivalent 
buoyancy parameter Qe (or an equivalent forced-flow parameter Ae) 
between the two cases is defined by introducing the buoyancy pa
rameter for the uniform wall temperature in terms of the local surface 
heat flux qw{x) = —k(dT/dy)y=o such that 

fle = [g0\qw(x)\R*/k^]/Re^ = |Gr e | /Re6 /2 

For the forced-flow dominated case, one can obtain 

(32) 

ae = fl*NuuwTRe-1/z (33) 

Similarly, for the buoyancy-force dominated case, one can find 

Ae = A*4 / 5[NuU WTRe-1 / 2]-4 / 5 (34) 

The Nusselt number ratio between the uniform surface heat flux 
and the uniform wall temperature, NUUHF/NUUWT, can be determined 
when Q„ = S2UHF (or Ae = AUHP). This ratio is plotted against Gre/ 
Re5 /2 in Fig. 4 for the angular positions of <J> = 0, 30, 60, and 90 deg. 
It can be seen from the figure that for a given buoyancy force the ratio 
NUUHF/NUUWT increases from unity as the angle * increases from 0 
deg. In addition, for a given angular position, this ratio is seen to de
crease as the buoyancy force increases. Thus, under equivalent 
buoyancy force effect, heating by uniform surface heat flux provides 
higher local Nusselt numbers than heating by uniform wall temper
ature. 
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Laminarization in Low Reynolds 
Number Turbulent Duct Flows 

H. Tanaka1 

Jun-ichi Shimizu2 

Introduction 
In recent years much attention has been paid to the problem of 

reverse transition of turbulent to laminar flow caused by a strong 
acceleration. A number of experimental investigations [1-3]3 have 
been carried out on external boundary layer flows at relatively high 
Reynolds numbers. It has been found that the critical value of the 
acceleration parameter, K = {v/U2){dU/dx) (U is the free stream 
velocity, v the kinematic viscosity and * the distance in the streamwise 
direction), for the occurrence of reverse transition in external flows 
is 3 X 10 -6 , independent of the Reynolds number [1]. A turbulent gas 
flow in a tube strongly heated will also revert to a laminar flow at a 
Reynolds number considerably higher than the lowest Reynolds 
number at which fully turbulent, isothermal flow can be maintained. 
Several investigators [4,5] have suggested that the onset of laminar
ization in a heated pipe can be also predicted well by the acceleration 
parameter K, in which the mean flow velocity is adopted instead of 
the free stream velocity. The experimental results of reverse transition 
in internal flows, however, seem less complete because of the severe 
variations of physical properties imposed by large wall to bulk tem
perature ratios. The purpose of this investigation is to examine the 
laminarization phenomena in internal flows, under essentially con
stant property conditions, at relatively low Reynolds numbers, as have 
been encountered in the experiments on laminarization of heated pipe 
flows [4, 5]. 

Experiment 
Heat transfer measurements have been performed for air flows in 

a horizontal, rectangular channel which is 1500 mm in length and 150 
mm in width. Throughout the experiments, the height of the channel 
over the first 900 mm length has been kept constant as bo = 30 mm 
and the flow attains the fully developed state before being subjected 
to acceleration. In the succeeding accelerating section, the height of 
the duct, h, has been varied linearly by using a hinged roof plate. From 
the condition of continuity, this realizes the accelerated flow with a 
prescribed constant value of K according to the relation: 

K = 2/3/Re (1) 

where /? signifies the inclination of the roof plate, dh/dx, and the 
Reynolds number is defined by introducing a hydrodynamic equiv
alent diameter, de, as: 
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Fig. 1 Variations of the local heat-transfer coefficient and of the local Nusselt 
number with the distance from the start of acceleration 

Re = deUh = 2hU/v (2) 

with the assumption of two-dimensional flow. The so defined Reyn
olds number becomes constant along the entire channel length, even 
if local values of h and U are introduced. It is noted that even a small 
gradient of 0 = 0.015 suffices to yield K = 3 X lO"6 when Re = 1 X 104, 
as is easily understood from equation (1). As a heat transfer surface 
foil, a stainless steel plate, 0.1 mm thick and 130 mm wide, is fastened 
on the bottom plate over the entire channel length, and is slightly 
heated electrically by an A.C. power supply. 

Results 
The local heat transfer-coefficient a is determined from the measured 
wall temperature tw and the bulk fluid temperature tt, as a = q/(tw 

— tb)- The heat flux q is calculated from the electric input with the 
compensation for radiation. The variations of a and the local Nusselt 
number, Nu = dea/k = 2ha/k (k is the thermal conductivity of air), 
along the distance from the beginning of acceleration are shown in 
Fig. 1 for various K's under Re = 10,500. Since the flow approaching 
the accelerating section has been designed to be both hydrodynami-
cally and thermally developed, Nu's at x/ho = 0 are almost in agree
ment with the Dittus-Boelter formula: Nu = 0.023 Re0-8 Pr0-4. Since 
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gradient of 0 = 0.015 suffices to yield K = 3 X lO"6 when Re = 1 X 104, 
as is easily understood from equation (1). As a heat transfer surface 
foil, a stainless steel plate, 0.1 mm thick and 130 mm wide, is fastened 
on the bottom plate over the entire channel length, and is slightly 
heated electrically by an A.C. power supply. 

Results 
The local heat transfer-coefficient a is determined from the measured 
wall temperature tw and the bulk fluid temperature tt, as a = q/(tw 

— tb)- The heat flux q is calculated from the electric input with the 
compensation for radiation. The variations of a and the local Nusselt 
number, Nu = dea/k = 2ha/k (k is the thermal conductivity of air), 
along the distance from the beginning of acceleration are shown in 
Fig. 1 for various K's under Re = 10,500. Since the flow approaching 
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Fig. 2 Experimental results for an accelerating section 100 mm long suc
ceeded by a parallel-plate section 500 mm long 

Re defined by equation (2) remaing constant even in the accelerating 
section, Nu is expected to retain its initial value Nuo, provided the 
flow achieves the fully turbulent structure from station to station, 
conforming to the local mean flow velocity. Then ex wiJI increase 
downstream owing to the increase in the mean flow velocity (i.e. with 
constant Nu, IX increases as 2h decreases). From Fig. 1, however, the 
stream wise variation of the measured Ci appears nearly constant (for 
lower values of K) by the effect due to acceleration. Therefore, Nu 
decreases virtually in proportion to the duct height h and shows 
suhstantial deteriorations as K is increased (in proportion to (3). The 
laminarization effect is certainly appreciable even for K = 1.72 X 10-6 

({3 = 0.009). When K becomes very large, ex shows a tendency to in
crease markedly downstream (see K = 10.6 X 10-6 in Fig. 1). 

In the second set of experiments, the now, which is fully developed 
in the initial 900 mm entrance section, is accelerated during the finite 
lengt.h of linear contraction, and then is passed through a parallel
plate section. Fig. 2 shows the experimental results obtained for 
comparatively large {3's (besides (3 = 0) under Re = 20100, by using 
an accelerating section 100 mm long which is succeeded by a paral
lel-plate section 500 mm long. In this figure, again (also in Figs. 3 and 
4), Nu, in the approach to the accelerating section, satisfies the 
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Fig. 3 Experimental results for two accelerating ducts with different lengths 
but with the same terminal height 

1.0 

0.8 

0.4 

0.2 

o 
-10 

Parallel-plate section 

B=O.lOO 

He K 
0 20100, 10.OxlO- 6 

• 10500, 19.1x10- 6 

6. 5000, 40.4 xlO- 6 

-5 o 5 10 15 20 
Distance from end of acceleration (x-L)/h 1 

Fig. 4 Experimental results lor various Reynolds numbers with the same 
accelerating duct 

Dittus-Boelter formula. Fig. 2 along with Figs. 3 and 4 demonstrat.es 
how the laminarized Nusselt number behaves in the parallel-plate 
section and ultimately recovers the initial level. It is noticeable in the 
upper part of Fig. 2 that Ci does not i.ncrease monotonously but turns 
to decrease at the initial region of the parallel-plate section, and then 
takes its minimum somewhat dOWl1sam. This behavior is quite similar 
to the experimental results by Mills [6], where heat transfer mea-
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surement has been made in the entrance region of a circular pipe with 
various entrance configurations. According to [6], in the case of a 
bellmouthed intake the hydrodynamic and thermal boundary layers 
start simultaneously along the wall surface, at first in laminar state, 
then change through a transition region to turbulent flow. It is plau
sible that a physical mechanism similar to these qualitative changes 
of flow characteristics underlies the previously mentioned behavior 
of the heat-transfer coefficient in Fig. 2. The following observations 
will give further explanation of this mechanism. 

The extent of laminarization at a particular station may be repre
sented by the proportion of Nu at that station to Nuo of the fully de
veloped flow. In the experiment shown in Fig. 3, two kinds of accel
erating ducts have been employed, the lengths L which are different 
by a factor of two, but the heights of which at the terminal end, h\, 
are the same. It appears from Fig. 3 that the flow which has been 
laminarized, to the same extent through any accelerating section, 
traces almost the same process of retransition to turbulence. In ad
dition, from Fig. 2, it can be said that the retransition point shifts 
downstream as the laminarization effect becomes stronger. (This 
shifting will be more pronounced if we normalize the distance from 
the end of acceleration, (x-L), by the terminal height hi, as in Fig. 3). 
Finally, the retransition point goes upstream with increasing Re, as 

Heat Transfer in Micropolar 
Laminar Radial Channel Flow 
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Nomenclature 
Cp = specific heat 
Pr = Prandtl number based on the apparent viscosity, Cp MO/K 
P = pressure 
Po = reference pressure at ro 
Re = channel Reynolds number based on the apparent viscosity, 

Q = flow rate 
r = radial coordinate 
r; = inlet radius of the channel 
ro = outlet radius of the channel 
T = temperature of the fluid 
Tw = wall temperature 
To - initial fluid temperature 
t = half the clearance between disks 
u = radial velocity 
W = angular velocity of particle in the 8-direction 
Xi = nondimensional inlet radius, r,/t 
z = axial coordinate 
Nu = average Nusselt number 
H = shear viscosity coefficient 
Mo = apparent viscosity 
Mi = rotational viscosity coefficient 
y = microrotational gradient viscosity 
P = nondimensional parameter, U0

2n/CP(TW — TO)MO 
8 = dimensionless temperature, (T — TW)/(T0 - Tw) 
p = density 
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is demonstrated in Fig. 4. From a practical point of view, it must be 
mentioned that when Re becomes considerably small, the laminari
zation effect retains its influence farther downstream. 
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Introduction 
Fluids with substructures occur in many engineering applications 

and in nature. Fluids with polymeric additives, fluid suspensions, 
liquid crystals, and blood are good examples of fluids with substruc
tures. Anzelius [l]3 was one of the first to observe the unexpected 
behavior of fluids containing oblong molecule substructures in shear 
flow. Jeffery [2] discussed the modification produced in the motion 
of a classical or Stokesian fluid of infinite extent by the presence of 
single ellipsoidal particles. Moreover, Henniker [3] noted that some 
real fluids showed an increase in viscosity when they flow in very thin 
channels. He described an experiment where the viscosity of water 
exhibited a tenfold increase for flow between a 2500 A width glass 
plate channel. 

Recently, several new developments in mechanics of fluid with 
substructures have been based on a continuum approach and are re
ferred to using the terms microcontinua or Cosserat continuum. Grad 
[4] was the first to introduce the linear constitutive equation for a 
polar fluid (fluid with substructures) based on a statistical approach. 
Aero, et al. [5], Cowin [6], and Condiff and Dahler [7] later developed 
the same constitutive equations from different points of view, either 
based on statistical mechanics or the Cosserat continuum. Eringen 
[8] introduced the general theory of nonlinear microcontinua where 
the governing and constitutive equations were formulated. Various 
classes of these structured fluids were introduced by Eringen [9,10]. 
As a subclass of these fluids, Eringen introduced micropolar fluids 
[10] in which the particles were assumed to be rigid and were allowed 
to undergo only rigid rotations. Such materials exhibit only micro-
rotational effects and can support body and surface couples. 

Also Ericksen [11 and 12] has developed a continuum theory which 
takes into account the presence of substructures in the fluid. Allen, 
et al. [13], among others, have extended Ericksen's theoretical model 
to account for particle interactions as well as the explicit inertial 
characteristics of the substructure. Kline, et al. [14] have investigated 
experimentally the Ericksen continuum model and found the model 
to be in agreement with measurements to determine the forces on 
suspended particles in Poiseuille flow. Turk, et al. [15] presented a 
comparison of blood flow obtained by using micropolar fluid theory 
with the experimental data of actual blood flow. 

In the field of heat transfer, Eringen [16], Kazakia and Ariman [17], 
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surement has been made in the entrance region of a circular pipe with 
various entrance configurations. According to [6], in the case of a 
bellmouthed intake the hydrodynamic and thermal boundary layers 
start simultaneously along the wall surface, at first in laminar state, 
then change through a transition region to turbulent flow. It is plau
sible that a physical mechanism similar to these qualitative changes 
of flow characteristics underlies the previously mentioned behavior 
of the heat-transfer coefficient in Fig. 2. The following observations 
will give further explanation of this mechanism. 

The extent of laminarization at a particular station may be repre
sented by the proportion of Nu at that station to Nuo of the fully de
veloped flow. In the experiment shown in Fig. 3, two kinds of accel
erating ducts have been employed, the lengths L which are different 
by a factor of two, but the heights of which at the terminal end, h\, 
are the same. It appears from Fig. 3 that the flow which has been 
laminarized, to the same extent through any accelerating section, 
traces almost the same process of retransition to turbulence. In ad
dition, from Fig. 2, it can be said that the retransition point shifts 
downstream as the laminarization effect becomes stronger. (This 
shifting will be more pronounced if we normalize the distance from 
the end of acceleration, (x-L), by the terminal height hi, as in Fig. 3). 
Finally, the retransition point goes upstream with increasing Re, as 

Heat Transfer in Micropolar 
Laminar Radial Channel Flow 
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Nomenclature 
Cp = specific heat 
Pr = Prandtl number based on the apparent viscosity, Cp MO/K 
P = pressure 
Po = reference pressure at ro 
Re = channel Reynolds number based on the apparent viscosity, 

Q = flow rate 
r = radial coordinate 
r; = inlet radius of the channel 
ro = outlet radius of the channel 
T = temperature of the fluid 
Tw = wall temperature 
To - initial fluid temperature 
t = half the clearance between disks 
u = radial velocity 
W = angular velocity of particle in the 8-direction 
Xi = nondimensional inlet radius, r,/t 
z = axial coordinate 
Nu = average Nusselt number 
H = shear viscosity coefficient 
Mo = apparent viscosity 
Mi = rotational viscosity coefficient 
y = microrotational gradient viscosity 
P = nondimensional parameter, U0

2n/CP(TW — TO)MO 
8 = dimensionless temperature, (T — TW)/(T0 - Tw) 
p = density 
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is demonstrated in Fig. 4. From a practical point of view, it must be 
mentioned that when Re becomes considerably small, the laminari
zation effect retains its influence farther downstream. 
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Introduction 
Fluids with substructures occur in many engineering applications 

and in nature. Fluids with polymeric additives, fluid suspensions, 
liquid crystals, and blood are good examples of fluids with substruc
tures. Anzelius [l]3 was one of the first to observe the unexpected 
behavior of fluids containing oblong molecule substructures in shear 
flow. Jeffery [2] discussed the modification produced in the motion 
of a classical or Stokesian fluid of infinite extent by the presence of 
single ellipsoidal particles. Moreover, Henniker [3] noted that some 
real fluids showed an increase in viscosity when they flow in very thin 
channels. He described an experiment where the viscosity of water 
exhibited a tenfold increase for flow between a 2500 A width glass 
plate channel. 

Recently, several new developments in mechanics of fluid with 
substructures have been based on a continuum approach and are re
ferred to using the terms microcontinua or Cosserat continuum. Grad 
[4] was the first to introduce the linear constitutive equation for a 
polar fluid (fluid with substructures) based on a statistical approach. 
Aero, et al. [5], Cowin [6], and Condiff and Dahler [7] later developed 
the same constitutive equations from different points of view, either 
based on statistical mechanics or the Cosserat continuum. Eringen 
[8] introduced the general theory of nonlinear microcontinua where 
the governing and constitutive equations were formulated. Various 
classes of these structured fluids were introduced by Eringen [9,10]. 
As a subclass of these fluids, Eringen introduced micropolar fluids 
[10] in which the particles were assumed to be rigid and were allowed 
to undergo only rigid rotations. Such materials exhibit only micro-
rotational effects and can support body and surface couples. 

Also Ericksen [11 and 12] has developed a continuum theory which 
takes into account the presence of substructures in the fluid. Allen, 
et al. [13], among others, have extended Ericksen's theoretical model 
to account for particle interactions as well as the explicit inertial 
characteristics of the substructure. Kline, et al. [14] have investigated 
experimentally the Ericksen continuum model and found the model 
to be in agreement with measurements to determine the forces on 
suspended particles in Poiseuille flow. Turk, et al. [15] presented a 
comparison of blood flow obtained by using micropolar fluid theory 
with the experimental data of actual blood flow. 

In the field of heat transfer, Eringen [16], Kazakia and Ariman [17], 
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and Kline and Allen [18] introduced the energy equation for heat-
conducting micropolar fluids. Constitutive equations appropriate to 
describe the thermal and mechanical response of micropolar fluids 
were postulated and subsequently linearized, and the energy equation 
was derived. An updated review of the theory of microcontinua fluids 
and the application of the theory is given by Ariman, et al. [19] and 
Co win [20]. 

The evidence continues to grow that these recent theories for the 
behavior of fluids with microstructures will help in clarifying some 
of the unusual behavior of real fluids. 

In this work, the theory for fluids with microstructures (micropolar) 
is used to analyze the flow and heat transfer in radial channel flow as 
a first approximation to the cases of thrust bearings, radial diffusers 
and compact heat exchangers, when the fluid is structures and/or 
when the characteristic geometric dimension of flow is small. 

Plow Field. For the present problem, the analysis assumes steady, 
slow, imcompressible, symmetrical flow between two circular disks 
with t/ro « 1, as shown in Fig. 1. Moreover, for the region of flow far 
from the inlet, i.e., r/t » 1, the velocity in the axial direction is so small 
compared with the main radial velocity, u, that it may be neglected 
as a first approximation. Under these assumptions, the flow governing 
equations with vanishing inertia, body and couples terms are: 

— (ru) = 0 
dr 

+ 2MI 
dz 

dP _ /dW W\ 

dz \ dr r I 

(1) 

(2) 

(3) 

with 

„ d2 i a a2 

V 2 = + + 
dr2 r dr dz2 

(For complete derivation of the fundamental equations, the reader 
is referred to [8, 21]). 

Where the other components of the angular velocity are found to 
be vanished by virtue of the foregoing assumptions and inspection 
of the equations of motion in the three directions, the boundary 
conditions are taken as: 

u = Oat z = ±t, W = 0 at z = ± i 

The last boundary condition represents the condition of a wall that 
prevents the spin of the microstructures, which is one extreme case. 
The opposite extreme occurs when the wall offers no resistance to spin. 
Therefore, the condition of zero spin is one of the possible boundary 
conditions which depends on the nature of the fluid and the confining 

1. 0 

Mo 

S-0. 1 

0 5 A 10 

Fig. 1 Effective viscosity as a function of A 

15 

wall. 

By introducing the following nondimensional variables 

x = r/t, y = z/t, u = u/Uo, and W = Wt/U0 

where U0 = Q/t2, equation (1) can be integrated to give 

u=F(Y)/x (4) 

As the velocity in the z -direction is small in comparison to the main 
velocity, u, in the r-direction, the flow is then parallel and dP/dz is 
small, and the second equation of (2) then gives 

W=G(y)/x (5) 

Substituting equations (4) and (5) into equations (1) and (2), the 
nondimensional equations of motion become 

(1 + s)F" + 2sG' = x(dP/dx)(t/nU0) 

and 

M i a 
-G" -2s(F' + 2G) = 0 

(6) 

(7) 

where s = JXI/M while the boundary conditions transform to 

F( l ) = F ( - l ) = 0 a n d G ( l ) = G ( - l ) = 0 (8) 

The source discharge at the center of the channel is given by 

Q= C 1-wrudz = f 2Trt2FU0dy; or P Fdy = y2ir (9) 

Solution. Equations (6) and (7) are coupled total differential 
equations which give the solutions of both U and W in terms of dP/dx, 
and, upon using equation (9) for the discharge to eliminate the pres
sure gradient, the following solutions are obtained: 

2s 1 cosh m /cosh my \ ~] 

r.osh m / I 
(10) 

r , 2s 
L l + s> 

n s I 
4TT - + - - -

l_3 1 + s m 2 1 

sinfe m \ cosh m 

1 cosh m~ 

+ s m sin/i m _ 

and 

G = -

[ sinh my~\ 

sin/j in J 

1 cosh m' 

- s m smh m 

While the pressure distribution is given by 

(P~Po)ta - 1 

Qn 

where 

[ 1 s 1 s i cosh m "1 
- + ; 
3 1 + S T O 2 1 + s m smh m J 

»y 

\rn/ 

(11) 

[1 s 1 s i cos/i m I 
- + ; —,— 
3 s + l m 2 s + l m sinn m l 

(12) 

[riH 7 

The parameter m2 can be viewed physically as the ratio of two 
Reynolds numbers, the apparent and vortex Reynolds numbers. The 
parameter s is the coupling number and measures the magnitude of 
the ratio of viscous forces of relative rotation to the Newtonian viscous 
forces. In addition, A is a nondimensional length ratio of flow char
acteristic length, t, to a fluid characteristic length (7/4M) 1 / 2 . From the 
previous analysis, one can predict the apparent viscosity jto if the 
micropolar fluid behaved as a homogeneous Newtonian fluid. The 
volumetric flow rate Q is given in terms of P — Pa for a Newtonian 
fluid as 

-~{P-P0)tHTT 
3 

Mo In (r/r0) 
(13) 
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Equating (13) and the resulting equation for Q from (12), one ob
tains 

1 

M> = -

G I s 1 cosh ml 
(14) 

3 s + 1 m.2 s + l m s i n f i m . 

for the apparent viscosity of the flow Mo-
Heat Transfer. The solution of the momentum equation gives 

the starting point for solving the energy equation. The configuration 
of the thermal field for the present problem is shown in Fig. 1. The 
two disks are maintained at the constant temperature TV from r; to 
ro. The fluid enters at r,- with constant temperature To and leaves at 
ro. The fluid is assumed to be thermally conducting with constant 
properties. By considering i/ro « 1, it is possible to perform an order 
of magnitude estimate on the terms of the energy equation in a 
manner comparable to that used in developing the boundary layer 
equations. This estimate showed that the conduction in the r-direc-
tion is negligible in comparison with the axial conduction. Since the 
flow is symmetrical and parallel, i.e., the axial velocity is zero, then 
the energy equation takes the form 

aT d2T ,du\* 

\ dz I \ dz I 
(15) 

Also, the thermal entrance effect can be neglected for extremely small 
clearance between the disks (t/ro « 1). 

For a constant wall temperature the boundary and initial conditions 
are stated as 

T= Tw&tz = ±t , T= TQ at r = ri and z (16) 

The energy equation becomes 

F dO 1 d20 

x dx RePr dy2 Rex2 
[(1 + s)F'2 + 2s(GF' + G2) + sAG'2} 

(17) 

after introducing the dimensionless temperature, the velocity and 
microrotation functions, F and G, from the previous field flow anal
ysis. Inspection of equation (17) shows that the temperature distri
bution is of the form 6 = 0 (x, y, PrRe, /3, Re, s, A). This functional 
dependency of the temperature distribution is different from that of 
the case of a zero microrotation (Newtonian) fluid solved by Kreith 
[21], in that it includes the three parameters, /3, s and A. However, by 
taking the limit and s -» 0, one can obtain the solution for the case of 
zero microrotation, and as fi -* 0 and s -»• 0, one gets the case solved 
by Kreith [21] (i.e., no dissipation). 

In order to facilitate the comparison of the results of the present 
study with the case of a zero microrotation fluid of reference [17], 
equation (17) is written in terms of the Graetz number Gz, by intro
ducing the transformation 

2RePr 2Pe ~Gz 
(18) 

Equation (17) becomes 

ae a2e 
F— = — + 

dv dy2 (2Re + x;2/Pr) 
[(1 + s)F'? 

+ 2s(GF'2 + G'2) + sAG'2} (19) 

with the boundary and initial conditions 

0(O,y) = l, 0(n,l) = 0, 8(v,-l) = 0 (20) 

So lut ion 
Because of the nonhomageneity in the coordinate variables, the 

energy equation (20) developed in the last section does not lend itself 
to the general methods of analytical solution. A numerical solution 

utilizing a finite difference technique is developed and used for the 
solution. When the finite difference scheme is-employed, the deriv
atives in the partial differential equation are replaced by difference 
quotients, and this results in a set of difference equations. The solu
tion can then be obtained by solving these algebraic equations, pro
vided that the parameters Re, Pr, /3, s, A, and x{ are known values; 
however, the solution can be made more general by reducing the 
number of these parameters. 

Kreith [22] established an experimental relationship between the 
entrance length parameter xi, at which the flow is laminar fully de
veloped, and the Reynolds number of the channel as xi = 4w B Re1 /2 

with B as an experimental constant ranging from 0.24-0.32 with an 
average value of 0.28. 

By introducing the above relation for the entrance length into the 
energy equation (19), one obtains 

80 d26 E 
F— = + 

d-r) dy2 (2ij + C/Pr) 
[(1 + s ) ^ ' 2 

/ 
+ 2s(GF'2 + G'2) + sAG'2] (21) 

where E = /3/Re and C = 4-trB2 =* 1. Equation (21) together with 
equation (20) represent the final dimensionless form of the thermal 
field governing equation which is solved numerically. After the tem
perature distribution 9 is evaluated, the average Nusselt number can 
be determined, thereby enabling the temperature of the fluid leaving 
the channel to be calculated. For micropolar fluids, the heat flux at 
the wall is coupled with the gradient of microrotation in the radial 
direction. However, for the present analysis this gradient is zero (W 
= G(Y)/x, and dW/dx)waii = —G(Q)/x2). The average Nusselt number 
is defined as 

Nu = 
2th„ 1 rv 

vn J dy\y= 
dri (22) 

K % . 

This Nusselt number is based on the difference between the initial 
temperature T0 and the wall temperature Tw. 

D i s c u s s i o n 
From the previous analyses of the flow and the thermal fields of a 

micropolar fluid, one finds that in addition to the Newtonian flow 
parameters, two more parameters are shown, namely s & A. The first 
parameter designates the coupling of equations (6) and (7). For the 
limiting case of s -* 0, these equations become uncoupled and reduce 
to the usual Newtonian flow equations with a solution giving a para
bolic velocity distribution and temperature distribution, as given in 
[21]. The second parameter A, is viewed as a measure of the relative 
size of the microstructure relative to the channel characteristic length, 
t. This parameter is similar in a sense to the Knudsen number used 
to characterize flow regimes. As A becomes small, the microstructure 
size relative to the channel becomes small. In the limit as A —• 0, the 
expression for velocity, pressure and temperature become similar to 
the case of Newtonian fluid with effective viscosity equal to (/t + m). 
On the other hand, as A becomes large, the effect of microstructures 
becomes more pronounced. As A —• °°, the fluid flow and thermal field 
will correspond to those for a Newtonian fluid with effective viscosity 
equal to ix. Fig. 1 represents the effective viscosity as a function of A 
for different values of s. Since an order of magnitude of one for A 
represents the case of microstructure size comparable to the channel 
width, it was decided to show the results for a fixed value of A = 1. 
Furthermore, it was found that the value of A does not influence the 
results of both the flow and heat transfer, as its limit of influence is 
to change the apparent viscosity from ix to n + /zi only for changes 0 
< A < °°. 

Fig. 2 shows a plot for the pressure distribution inside the channel. 
The effect of the presence of microstructures in the fluid is indicated 
by the parameter s. As the value of s increases, the magnitude of 
pressure also increases for the same flow rate. In this plot, the case 
s = 0 represents the classical case of Newtonian fluid with zero-mi-
crorotation (no microstructures). This increase in the pressure drop 
inside the channel is a consequence of the increase in the wall shear 
stress. 
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Equation (21) is solved numerically, using an implicit finite dif
ference scheme to obtain the temperature distribution and then the 
Nusselt number. The effect of the microstructure on the heat transfer 
characteristics is demonstrated by Fig. 3, where the average Nusselt 
number Nu is plotted for two different values of Prandtl number of 
0.8 and 5. and different values of s. It is noticed that for fluids with 
microstructures, the average Nusselt number increases with the in
crease of s. However, the increase in the average Nusselt number with 
s is more pronounced in the case of Prandtl number greater than 
unity. Since the effect of the microstructures in the fluid is manifested 
by an increase in the apparent viscosity and an increase in the dissi
pation due to the work done on the rotation of the microstructures, 
the thermal field will be strongly influenced by Prandtl and Reynolds 
numbers. 
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Freezing of an Advancing Tube 
Flow 
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Nomenclature 
a = crust profile exponent; equation (9) 
B = solidification parameter; equation (3) 
c = heat capacity 
D = tube diameter; Pig. 1 
/o = dimensionless friction parameter; equation (6) 
k = thermal conductivity 
L = latent heat of fusion 
Pe = pressure at channel entrance; Fig. 1 
PQ = initial pressure in empty channel; Fig. 1 
Pr = ah, liquid Prandtl number 
R = distance from tube centerline to liquid-solid interface; Fig. 1 
Ru = D/2, tube radius 
R* = R/Ro, dimensionless location of liquid-solid interface 
Re = (2AP/p)1/2 D/v, Reynolds number based on pressure drop 
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Equation (21) is solved numerically, using an implicit finite dif
ference scheme to obtain the temperature distribution and then the 
Nusselt number. The effect of the microstructure on the heat transfer 
characteristics is demonstrated by Fig. 3, where the average Nusselt 
number Nu is plotted for two different values of Prandtl number of 
0.8 and 5. and different values of s. It is noticed that for fluids with 
microstructures, the average Nusselt number increases with the in
crease of s. However, the increase in the average Nusselt number with 
s is more pronounced in the case of Prandtl number greater than 
unity. Since the effect of the microstructures in the fluid is manifested 
by an increase in the apparent viscosity and an increase in the dissi
pation due to the work done on the rotation of the microstructures, 
the thermal field will be strongly influenced by Prandtl and Reynolds 
numbers. 
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Freezing of an Advancing Tube 
Flow 

M. Epstein1 and G. M. Hauser1 

Nomenclature 
a = crust profile exponent; equation (9) 
B = solidification parameter; equation (3) 
c = heat capacity 
D = tube diameter; Pig. 1 
/o = dimensionless friction parameter; equation (6) 
k = thermal conductivity 
L = latent heat of fusion 
Pe = pressure at channel entrance; Fig. 1 
PQ = initial pressure in empty channel; Fig. 1 
Pr = ah, liquid Prandtl number 
R = distance from tube centerline to liquid-solid interface; Fig. 1 
Ru = D/2, tube radius 
R* = R/Ro, dimensionless location of liquid-solid interface 
Re = (2AP/p)1/2 D/v, Reynolds number based on pressure drop 
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AP. 
s = dimensionless location of advancing liquid front; equation (5) 
t - time 
V = time of arrival of flow front at location z 
Tf = freezing point of liquid 
Tw = temperature of tube wall 
X = location of advancing liquid front; Fig. 1 
X ~ velocity of advancing liquid front 
2 = axial coordinate measured from tube inlet 
a = thermal diffusivity 

7 = ratio of crust sensible heat to latent heat; equation (3) 
5 = distance from tube centerline to liquid-solid interface at tube inlet; 

Fig. 1 
A = 8/Ro dimensionless location of liquid-solid interface at tube 

inlet 
AP = Pe — Po, pressure drop over the instantaneous flow penetration 

length 
a = kinematic viscosity 
£ = dummy integration variable 
p = density 
r = dimensionless time, equation (5) 

Subscripts 

p = at completion of freezing 
s = solid phase 
w = tube wall 
0,1,2,3 . . . successive iterative approximations for s. 

I n t r o d u c t i o n 
Solidification of a liquid at its fusion temperature as it penetrates 

into an initially empty tube cooled on the outside was treated theo
retically and experimentally in [l].2 The analysis was based on an 
approximate method which involves postulating a reasonable func
tional form for the instantaneous shape of the frozen layer along the 
tube wall. In the present note we verify this approximate "crust pro
file" method theoretically, using a numerical approach in which the 
governing integro-differential equation of liquid motion is rigorously 
solved on a digital computer. 

P h y s i c a l Mode l 
With the exception that we here confine our attention to the fre

quently encountered limiting case of negligible liquid flow inertia, our 
model is identical with that of [1], viz. we consider a turbulent liquid 
flow at its freezing temperature Tf penetrating into a cold tube (see 
Fig. 1). The tube wall is maintained at constant temperature Tw. As 
before [1], the assumption of negligible axial heat conduction within 
the frozen layer implies that the layer is thin compared with its ex
tension in the direction of flow and that the crust thickness is maxi
mum at the tube entrance (at 2 = 0). The problem is formulated by 

2 Numbers in brackets designate References at end of paper. 

.Tube Wall ol 
'Temp. Tv Frozen Layer 

asking what the flow penetration length X(t) is at the moment so
lidification is complete in the inlet region of the tube. 

Analys i s 
Assuming that the turbulent friction factor is given by the Blasius 

formula, the momentum balance between pressure and frictional 
forces over the instantaneous liquid penetration length X takes the 
form [1] 

, r x /Rn\ IBM 
X 2 = 12.64 (APJRo/p)(2i?0XA)1/4 J Q (~) dz (1) 

The crust shape R(z, t) must now be determined from the one-di
mensional conduction equation applied to the frozen layer. Unfor
tunately, no exact solution for freezing a saturated liquid inside a 
cylinder is available. Stefan [2] utilized an approximate collocation 
method which takes full account of the movement of the phase con
version front and transient heat conduction within the frozen layer. 
This technique yields the inverted solution for the instantaneous tube 
radius R(z, t) at axial location z-? 

iasB 
(t - t') •• w ©-( RtJ 

+ 1 

where 

B = [1 + 2 T ] 1 / 2 - l; y = cs(T,-Tw)/L 

(2) 

(3) 

In equation (2), V (0 < t' < t) is the time of arrival of the flow front 
at location z[0<z < X(t)]. Clearly, the time of arrival is given by the 
implicit relation 

X(t') = z 

We now introduce the dimensionless variables s and r. 

^ / 8 B 2 « S
2 / O P \ 1 / 3 _4B*a, 

- I A T ~ _ „ t \ APRo6 I 

where the constant /o is given by 

f0 = 0.0628 / 0 4 0 \ 
\asBAPRo2) 

Ro2 

l/n 

(4) 

(5) 

(6) 
•sBAPRo 

Replacing dz in the integrand of equation (1) by [dX(t')/dt']dtf 

(see equation (4)), integrating the result by parts and using definitions 
(5), we find that S(T) satisfies the integral equation 

CT\ \ - — C( S(T')<IT' "14/7 

» M - J 0 L«<f> 16 Jo ffl*(*-/)!««.ln[fl»(f-T')lJ ^ 

where the normalized local cavity radius function R*(£ -
by equation (2) in the dimensionless form 

2(R*)2 In (R*) - (R*)2 + 1 = £ - T' 

(7) 

T') is given 

(8) 

Equation (7) is now solved for s by a numerical iteration procedure. 
A zeroth order approximation SO(T) for S(T) is assumed (see below). 
When this approximation is substituted for s in the integral of (7), 
we denote the resulting relation obtained by numerical integration 
by SI(T). Substituting SI(T) in the right-hand side of (7), we find the 
approximation SZ(T). This procedure is repeated. Each successive it
eration is used to generate a more exact approximation. A converged 
solution is obtained after six iterations. 

Fig. 1 Solidification in flow into a tube 

3 A comparison with available numerical solutions for the inward solidifica
tion of cylindrical bodies [3] indicates that equation (2) constitutes an accurate 
result for most situations of practical interest. In the limit 7—•O, equation (2) 
converges to the exact quasi-steady result; it underpredicts solidification times 
by less than 20 percent for 7 < 2.0. Unlikely physical situations characterized 
by 7 > 5.0 lead to somewhat larger errors (>30 percent). 
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We note that the upper and lower bounds are sufficiently close to
gether so that the choice of the square root profile (a = V2) that lies 
approximately midway between the bounding linear and uniform 
profiles must yield results wihin approximately 25 percent of an exact 
calculation. We see that the actual error incurred is considerably less 
than this, with equation (10) for a = V2 representing the exact pene
tration history to better than 8 percent. This result justifies the crust 
profile approximation introduced in reference [1] for treating prob
lems of this type. 

The numerical iteration solution yields s p = 0.54. In terms of the 
physical variables 

— = 0.141 Re 8 / " 
D 

rP r ( t t / t t 8 )p 
( ID 

The crust profile approximation with a = l/2 gives a solution of the 
same form as (11) except that the numerical coefficient is 0.152. 
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Fig. 3 Comparison of the numerically exact penetration-time history with 
results obtained from the crust profile approximation for flow into a tube 

Equation (1) can also be solved by the following approximate pro
cedure. As discussed in reference [1], we suspect intuitively that the 
true crust shape must be convex (as viewed from the liquid) and look 
something like the crust shape sketched in Fig. 1. Therefore, the actual 
crust shape must be bounded by a linear crust profile and a uniform 
crust profile. Let us now choose a specific function R(z,t) that gives 
a reasonable description of the crust shape. R = b at z = 0 and, of 
course, R = 0 at z = X. This suggests that 

R_ 

fin V Rj V X/ 
(9) 

might be an appropriate choice. The exponent appearing in the above 
equation takes on values in the range 0 < a < 1. When a = 0 the solid 
phase is deposited uniformly; i.e., R(z,t) = b(t). We have a square-root 
solidification profile and linear profile for a = V2 and a = 1, respec
tively. Thus, the profiles given by (9) span the entire range of physi
cally possible profiles. Substituting (9) into (1) leads to separable 
penetration velocity laws. For example, for a = lk we have (when cast 
in dimensionless notation) 

c4/7 ds r8/15(A-16/4 - 1) - 8 / l l ( A - u / 4 - 1)" -4/7 
(10) 

dr L (1-A)2 J 
The normalized cavity radius at the entrance, A = b/Ro, is related to 
T by (2) with t' = 0 and R = 0; i.e., 2A2 ln(A) - A2 + 1 = r. 

R e s u l t s and D i s c u s s i o n 
Equation (10) (which must be integrated numerically by, say, 

Simpson's rule) can be used as the zeroth order approximation SO(T) 
to derive SI(T) from (7). The converged solution to (7), showing the 
evolution of both the crust shape and flow penetration distance, is 
displayed in Figs. 2 and 3. The penetration behavior predicted by the 
crust profile approximation for a = 0, xk, 1 is also shown in Fig. 3. 

The linear profile (o = 1.0) yields the upper bound for s, since this 
profile provides the maximum cross-sectional area for flow. On the 
other hand, the uniform profile (a = 0) gives the lower bound for s. 

Transient Heat Conduction in 
Cryogenic Current Cables 
Following a Loss-of-Coolant 
Accident 

A. Bejan1 

The current supply cables of large superconducting magnet systems 
are cooled with an axial stream of cold helium vapor. If the flow of 
coolant is suddenly interrupted the current cables may overheat and 
burn up causing extensive damage to the entire system. The tran
sient temperature distribution in the cable after the loss-of-coolant 
accident is derived analytically. The paper presents the maximum 
cable temperature versus time for a cryogenic current cable which 
stretches from room temperature (300 K) to a liquid helium-cooled 
superconducting system (4.2 K). 

I n t r o d u c t i o n 
Large superconducting magnets are energized through current 

cables which span the large temperature difference between ambient 
and liquid helium. In order to diminish the heat leak conducted into 
the cold space, the cryogenic cable is cooled axially with a stream of 
helium gas which runs against the conduction heat flow present in the 
cable (see Fig. 1). 
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We note that the upper and lower bounds are sufficiently close to
gether so that the choice of the square root profile (a = V2) that lies 
approximately midway between the bounding linear and uniform 
profiles must yield results wihin approximately 25 percent of an exact 
calculation. We see that the actual error incurred is considerably less 
than this, with equation (10) for a = V2 representing the exact pene
tration history to better than 8 percent. This result justifies the crust 
profile approximation introduced in reference [1] for treating prob
lems of this type. 

The numerical iteration solution yields s p = 0.54. In terms of the 
physical variables 

— = 0.141 Re 8 / " 
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rP r ( t t / t t 8 )p 
( ID 

The crust profile approximation with a = l/2 gives a solution of the 
same form as (11) except that the numerical coefficient is 0.152. 
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Equation (1) can also be solved by the following approximate pro
cedure. As discussed in reference [1], we suspect intuitively that the 
true crust shape must be convex (as viewed from the liquid) and look 
something like the crust shape sketched in Fig. 1. Therefore, the actual 
crust shape must be bounded by a linear crust profile and a uniform 
crust profile. Let us now choose a specific function R(z,t) that gives 
a reasonable description of the crust shape. R = b at z = 0 and, of 
course, R = 0 at z = X. This suggests that 

R_ 

fin V Rj V X/ 
(9) 

might be an appropriate choice. The exponent appearing in the above 
equation takes on values in the range 0 < a < 1. When a = 0 the solid 
phase is deposited uniformly; i.e., R(z,t) = b(t). We have a square-root 
solidification profile and linear profile for a = V2 and a = 1, respec
tively. Thus, the profiles given by (9) span the entire range of physi
cally possible profiles. Substituting (9) into (1) leads to separable 
penetration velocity laws. For example, for a = lk we have (when cast 
in dimensionless notation) 

c4/7 ds r8/15(A-16/4 - 1) - 8 / l l ( A - u / 4 - 1)" -4/7 
(10) 

dr L (1-A)2 J 
The normalized cavity radius at the entrance, A = b/Ro, is related to 
T by (2) with t' = 0 and R = 0; i.e., 2A2 ln(A) - A2 + 1 = r. 

R e s u l t s and D i s c u s s i o n 
Equation (10) (which must be integrated numerically by, say, 

Simpson's rule) can be used as the zeroth order approximation SO(T) 
to derive SI(T) from (7). The converged solution to (7), showing the 
evolution of both the crust shape and flow penetration distance, is 
displayed in Figs. 2 and 3. The penetration behavior predicted by the 
crust profile approximation for a = 0, xk, 1 is also shown in Fig. 3. 

The linear profile (o = 1.0) yields the upper bound for s, since this 
profile provides the maximum cross-sectional area for flow. On the 
other hand, the uniform profile (a = 0) gives the lower bound for s. 

Transient Heat Conduction in 
Cryogenic Current Cables 
Following a Loss-of-Coolant 
Accident 

A. Bejan1 

The current supply cables of large superconducting magnet systems 
are cooled with an axial stream of cold helium vapor. If the flow of 
coolant is suddenly interrupted the current cables may overheat and 
burn up causing extensive damage to the entire system. The tran
sient temperature distribution in the cable after the loss-of-coolant 
accident is derived analytically. The paper presents the maximum 
cable temperature versus time for a cryogenic current cable which 
stretches from room temperature (300 K) to a liquid helium-cooled 
superconducting system (4.2 K). 

I n t r o d u c t i o n 
Large superconducting magnets are energized through current 

cables which span the large temperature difference between ambient 
and liquid helium. In order to diminish the heat leak conducted into 
the cold space, the cryogenic cable is cooled axially with a stream of 
helium gas which runs against the conduction heat flow present in the 
cable (see Fig. 1). 
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Fig. 1 Schematic of cryogenic current cable with continuous cooling effect 
provided by a stream of cold helium vapor 

As superconducting magnets are more frequently used in large scale 
power systems, the reliability of the magnet and its current supply 
cables occupies a central position. This article considers the transient 
behavior of the cryogenic cable following a total loss-of-coolant ac
cident. Without the customary axial flow of helium, the current in the 
cable is usually large enough to overheat the cable and, if the current 
is not interrupted in time, the cable may burn up locally. The loss of 
coolant can simultaneously lead to other damaging effects such as the 
burn-up of the superconducting winding. The question of what 
damage occurs first depends on the particular design, i.e., on the 
manner in which the liquid helium inventory is distributed through 
the cryogenic system. Experience with superconducting systems in
dicates that it is not uncommon for the cable burn-up to take place 
before or in the absence of superconductor failure [l].2 

The objective of this technical note is to report the time dependence 
of the cable peak temperature, i.e., the time lapse between the loss-
of-coolant accident and overheating. 

Mode l for c o n d u c t o r p r o p e r t i e s 
A set of simplifying assumptions is necessary in order to derive an 

analytical solution for the cable temperature following a loss-of-
coolant accident. It is assumed that the conductor thermal conduc
tivity k and diffusivity a are constant. In addition, the electrical re
sistivity p is assumed proportional to the absolute temperature T, 

bT (1) 

Since in most applications the cable material is copper, these sim
plifying assumptions are valid approximations if the cable tempera
ture exceeds 100 K. Due to the fact that overheating and burn-up are 
phenomena developing at temperatures of the order of 300 K and 
higher, this model costitutes an appropriate description of the con
ductor properties. 

P r o b l e m S t a t e m e n t and S o l u t i o n 
The temperature history in the cryogenic cable is found by solving 

the following unsteady one-dimensional heat conduction problem. 
The heat conduction equation can be written as 

d2T dT 
- + F2T = 0 (2) 

d(x/L)2 d(ta/L2) 

where T is the absolute temperature along the cable and F is a di-
mensionless parameter proportional to the electric current I carried 
by the arrangement shown in Pig. 1, 

F - Z ^ V jby 
\k) 

(3) 

Equation (2) must be solved subject to the two end conditions 

T(0,t) = TL (4) 

T(L, t) = TH (5) 

T(x, 0 ) = / ( x ) (6) 

In general, the initial temperature distribution f(x) depends on the 
steady-state operating conditions (current level, helium flow rate) 
present just before the loss-of-coolant accident. For the sake of 
brevity, a single initial temperature distribution is used, 

/(x) * »(!-£) (7) 

Expression (7) approximates fairly well the steady-state temperature 
distribution in cryogenic cables operating at high ratios of current to 
helium flow rate [2]. Moreover, it has been shown [3] that the tem
perature distribution of equation (7) corresponds to those cases in 
which the cable operates optimally from a thermodynamic standpoint. 
In such cases, the total power consumption, i.e., the electric power 
dissipated in the resistive cable plus the refrigerator power needed 
for cooling the cable, reaches a minimum. 

The problem stated by equations (2)-(7) was solved using the La
place transformation method [4]. Since the actual work follows a 
standard procedure, only the final result is presented. The tempera
ture distribution in the cable following the sudden loss of coolant 
is 

T(x, t)ITL = exp [Dt + (x/L) In (TH/TL)} 

+ (THITLmx, t) + *(L - x, t) (8) 

where 

_ . sm(Fx/L) ^ ^ s i n h [ U / L ) l n ( - T g / r L ) ] 
$(x, t) = exp(Dt) 

sin(F) FV sinh[ln(TH/TL)] 

+ 2w[F2 + \\n(TH/TL)f] 

- re(-l)" sm(nirx/L) exp|-[(ra7r)2 ~ F2]at/L2} 

' „? ! [(mr)2 - F2][(n^r + {m(TH/TL)P] ( 9 ) 

and 

D = a[F2 + {m(7VTL))2]/L2 (10) 

D i s c u s s i o n 
The analytical solution for the cable temperature distribution, 

equations (8)-(10) is plotted in Fig. 2 for a cryogenic cable stretching 
from 300 K (room temperature) to 4.2 K (normal boiling point of 
helium). This particular choice of TH and TL is representative of 
current cables to liquid helium-cooled superconducting magnets. The 
current level F spans a range of values encountered in practice. 

In plotting the curves of Fig. 2 the time was increased up to the 
point where the maximum cable temperature starts to rise quickly 
above the warm end temperature, TH- The figure shows that, as the 
current level F increases, the time lapse between loss of coolant and 
overheating decreases. At the same time, the hot spot develops at 
places increasingly closer to the warm end. 

As a summary to the cases illustrated in Fig. 2, the last figure, Fig. 
3, shows only the peak cable temperature as a function of time. For 
low current levels F < -K, the cable temperature approaches the dis
tribution corresponding to the steady-state solution to equation 
(2), 

- - ( - -0 
T,. \TT. I 

sin(xF/L) 
+ cos (xF/L) 

I'L ^IL i sin(F) 

If 7r/2 < F < IT, the peak temperature levels off to the value 

\ T V max L V s in (F) / J 

(ID 

(12) 

2 Numbers in brackets designate References at end of technical note. 

TL/max L V sintF) 

If F < w/2, the cable temperature never rises above the warm end 
temperature TH- For high current levels F > ir, no steady temperature 
distribution exists. 

The characteristic overheating time of a given set of cryogenic 
current cables can be estimated based on Fig. 3 by first calculating 
the electric current parameter F. As a numerical example, consider 
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Fig. 2 Temperature distribution in a cryogenic current cable following a 
loss-of-coolant accident 

the 200A current cables constructed by Claudet and Senet [5]. Each 
cable is 0.6 m long and has a cross-sectional area of 3.93 mm2. Since 
for copper above 100 K b =* (5.5)10-n flm/K and k a* 4W/(cmK), 
using equation (3) we find .Fm a x = 11.3. This value is slightly larger 
than the maximum F curve plotted on Fig. 3. However, towards large 
F's the peak temperature curves of Fig. 3 are similar so that the F = 
11.3 curve can be located through extrapolation: The peak tempera
ture reaches 600 when a/L2 = 0.011. Since L = 0.6 m and for copper 

TIME, at/L2 

Fig. 3 Cable maximum temperature as a function of time and electric current 
level parameter F 

above 200 K a ^ 1.2 cm2/s, the calculated overheating time is 33 s. 
The overheating time derived from Fig. 3 based on the constant 

thermal diffusivity present above 200 K is somewhat optimistic, i.e., 
slightly higher than the real time. This effect is caused by the thermal 
diffusivity of copper which increases rapidly as the temperature falls 
under 60 K. In terms of the cable temperature history plotted in Fig. 
2, the small specific heat of copper at very low temperatures will cause 
the formation of a minor hot spot near the cold end. This minor spot 
will grow fast in its early stages but will slow down as its temperature 
approaches 60 K. From this point on, the warm end hot spot of Fig. 
2 will dominate the overheating process, since the Joule heating is the 
most intense near the warm end. Overall, the cable temperature dis
tribution will lie above the curves of Fig. 2 and the peak temperature 
traces will fall slightly to the left of the curves of Fig. 3. 
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Approximate Solution for 
Convective Fins With 
Variable 
Thermal Conductivity1 

A. Aziz.2 The author compares in Fig. 3 the fin efficiency results 
based on the Galerkin method with those obtained using perturbation 
approach of the present discusser [l].3 In [1] an error had crept in the 
derivation of equations for heat flux and fin efficiency. These were 
identified and corrected by Krane [2]. It seems that in the work under 
discussion the author used the incorrect fin efficiency equation of [1] 
for comparison appearing in Fig. 3. No wonder that he finds the per
turbation results to be in significant error compared with the nu
merical results and his own approximate results based on Galerkin-
type approach. If one uses the correct perturbation solution for fin 
efficiency [2] and compares the results as shown in Fig. 1, both the 
perturbation and the author's results are seen to be in good agreement 

1 By A. Muzzio, published in the Nov. 1976 issue of the JOURNAL OF HEAT 
TRANSFER, TRANS. ASME, Series C, Vol. 98, pp. 680-682. 

2 Assoc. Professor, Department of Mechanical Engineering, College of En
gineering, Riyadh, Saudi Arabia. 

3 Numbers in brackets designate Additional References at end of discus
sion. 

with the numerical results throughout the range of e from —0.6 to +0.6. 
Furthermore, it must be emphasized that the perturbation solution 
is much simpler compared to the author's solution and that it has the 
additional merit of facilitating the evaluation of optimum fin di
mensions. With the author's Galerkin type solution it is not possible 
to carry out the optimisation procedure. 

Additional References 
1 Aziz, A., and Enamul Huq, S. M., "Perturbation Solution for Convecting 

Fin With Variable Thermal Conductivity," JOURNAL OF HEAT TRANS
FER, TRANS. ASME, Series C, Vol. 97, May 1975, pp. 300-301. 

2 Krane, R. J., Discussion on a previously published paper by A. Aziz and 
S. M. Enamul Huq, JOURNAL OF HEAT TRANSFER, TRANS. ASME, 
Series C, Vol. 98, Nov. 1976, pp. 685-686. 

Author's Closure 

As stated in the paper under discussion, the comparison reported 
in Fig. 3 is referred to the fin efficiency equation given in [1]. Since 
this relationship has proved incorrect the comparison turns out to be 
misleading. In fact, the correct solution developed by Krane [2] shows 
a good agreement with the numerical results. In this connection it may 
be worthwhile to remark that there seems to be a slight discrepancy 
between the numerical results shown plotted in Fig. 3 and those 
reported by the discusser in Fig. 1. For instance, with N = 2 and e = 
—0.6 from the discusser's results one can estimate i; = 0.393 while the 
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author finds 77 = 0.378. 
In any case, the Galerkin method solution seems to give a better 

accuracy, even though at the cost of a greater computation effort. 
Furthermore, it may be readily seen that, contrary to the discusser's 
claim, there is no difficulty in carrying out the optimization proce
dure. 

The optimum values of N are obtained by solving the equation: 

(sinh 22V - 6/V) 
( - ' 

tanfr2JV \ 

1 + tanh2 N/ 

where: 

+ 6JV 
dC tanh3 N cosh2 N 

dN 1 + tanh2 N 
+ 12/VC-

tanh2 N 

(l + tanh2iV)2 • = 0 

dC__ 

dN' 

«'C2 + 0'C + y' 

2ac + 8 

The primes denote differentiation with respect to N. While the details 
of the calculation are not reported here, the results are shown plotted 
in Fig. 1 along with the perturbation solution [2]. 

The Numerical Prediction of 
the Turbulent Flow and Heat 
Transfer in the Entrance 
Region of a Parallel Plate 
Duct1 

T. Cebeci,2 R. S. Hirsh,3 and K. C. Chang.4 The two previous 
calculations of entry flow in a duct [1, 2]6 have both used rather 
complex turbulence models, i.e., a mixing-length model with twelve 
constants, and a k-e model which requires six constants. The present 
communication describes a much simpler approach to this problem 
based on the essential physics of the duct flow. As such it is applicable 
only to this particular flow, but a similar concept has been utilized 
for the calculation of shock wave/boundary-layer interactions [3]. 

The entry flow in a duct is shown schematically in Fig. 1. There are 
three identifiable regions in the flow field. In region I the flow behaves 
as an external boundary layer interacting with an inviscid flow; this 
is called the "displacement-interaction" region. By region III, the 
character of the flow is wholly described by internal concepts; this is 
the "fully developed" region. Region II is a transition zone from ex
ternal to internal flow. 

In region I, we use the well-tested Cebeci-Smith eddy-viscosity 
model [4] for the boundary-layer-like development. This is given 
by 

N W W W W W W W W W W X W W W W W N N N N N N ^ N U N ^ N 

| (0 .4y) 2 [ l -exp(-yA4)] 2 | ^U ( r Idyl 

0.0168 P (ue - u)dy • 
Jo 

ytr 

(la) 

(lb) 

In a pipe, the flow in region III can be described by the classical mixing 
length model of Nikuradse [5] 

6ni = ^ | £ ^ | [1 - e x p ( - y / A ) ] 2 

15y I 

: r0 J 0.14 - 0.08 ( l - —) - 0.06 ( l ~ —) 1 

where for axisymmetric flow for constant T-Q 
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(26) 

r = r0-y 

so that 
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Fig. 2 Comparison of predictions for center-line velocity 

To use this for two-dimensional duct flows we simply set To = h to 
get 

r _ y 

ro h 
(2c) 

Either one of these can be used separately to calculate the devel
oping duct flow using the numerical procedure described below, 
however, the overall agreement is poor. The solution was to model the 
entire flow situation based on our knowledge of the physics. A com
posite eddy viscosity is prescribed which changes smoothly from an 
external model (e1) to an internal model (e111) as follows 

•+^-41-"p-(^)] (3) 

where XQ is the length down the pipe where the two "external" 
boundary layers merge, and the denominator giving the relaxation 
scale was prescribed by divine intervention. 

Using this model, the "nonlinear eigenvalue" procedure of Cebeci 
and Keller for laminar flows [6] was used to calculate the developing 
duct flow. For further details and heat transfer results see reference 
[7]. Fig. 2 shows the experimental results of Compte-Bellot for cen
ter-line velocity decay, along with the predictions of references [1,2], 
and equation (3). The composite model provides strikingly improved 
results. The same comparison of predicted results for the displace-
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Either one of these can be used separately to calculate the devel
oping duct flow using the numerical procedure described below, 
however, the overall agreement is poor. The solution was to model the 
entire flow situation based on our knowledge of the physics. A com
posite eddy viscosity is prescribed which changes smoothly from an 
external model (e1) to an internal model (e111) as follows 
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where XQ is the length down the pipe where the two "external" 
boundary layers merge, and the denominator giving the relaxation 
scale was prescribed by divine intervention. 

Using this model, the "nonlinear eigenvalue" procedure of Cebeci 
and Keller for laminar flows [6] was used to calculate the developing 
duct flow. For further details and heat transfer results see reference 
[7]. Fig. 2 shows the experimental results of Compte-Bellot for cen
ter-line velocity decay, along with the predictions of references [1,2], 
and equation (3). The composite model provides strikingly improved 
results. The same comparison of predicted results for the displace-

Journal of Heat Transfer NOVEMBER 1977, VOL 99 / 693 Copyright © 1977 by ASME

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.16 

0.12 

0.08 

0.04 

0 20 40 60 80 

x/2h 

Fig. 3 Comparison of predictions for displacement thickness 

ment thickness measured by Dean is shown in Fig. 3. Again, equation 
(3) gives the best comparison. The typical computation time, for a case 
using 41 points across the duct, and 35 axial stations down the duct, 
was less than 2 s on an IBM 370/175. Consequently, we conclude that 
simple models can be used to predict some complex flows by using a 
great deal of empiricism. 
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ciples is open to question. In reality, the eddy viscosity model which 
is proposed requires the specification of nine constants (four in 
equation (1) with two constants implicit in the expression for ytr, 
three in equation (2), and two in equation (3)). The total number of 
constants may, in fact, be even greater than nine if XQ in equation (3) 
is not identically constant, but is allowed to vary for matching pur
poses with experimental data. 

Although it may be argued that the constants in the discussers' 
model are well specified on the basis of previous experience with the 
expressions for e1 and em, the fact still remains that all of the coeffi
cients are empirically determined quantities. Furthermore, the 
transition zone model given by equation (3) is not based on "our 
knowledge of the physics" but, instead, is simply an empirical ex
pression which models experimentally observed behavior. Admittedly, 
the length-scale model we have proposed involves the specification 
of twelve constants, but these constants are also used in our three-
dimensional length-scale model for developing flow in rectangular 
ducts of arbitrary aspect ratio [8]. We thus feel that our model offers 
more flexibility than the one proposed by the discussers, which ad
mittedly is restricted to developing, two-dimensional duct flow. 

On the basis of the comparisons shown in Figs. 2 and 3 the discus
sers conclude that their model gives "strikingly improved results" and 
"the best comparison." These statements are based, however, on 
unfair comparisons made in these figures. As we have carefully noted 
in our paper [1], our predicted distributions for UCL(X) and S*(x) 
are based on assumed uniform flow at the duct inlet. The corre
sponding experimental distributions measured by Dean [9] and 
Comte-Bellot [10] are not based on this condition, however, because 
the flow was partially developed at the inlet of their experimental 
configurations. With reference to Dean's results, for example, we 
stated that it was necessary to match initial conditions at x/2h = 2.2 
in order to make direct comparisons with his data. If this is done then 
the distribution for 5* based on our model (shown in Fig. 3 and la
belled "reference [1]") will shift 3.8 duct widths upstream. The level 
of agreement between our results and Dean's data is then comparable 
to that observed between the discussers' results and the same data. 
Similar comments apply for the predicted and experimental profiles 
shown in Fig. 2. It should also be noted that the discussers' predictions 
are apparently based on matched initial conditions well downstream 
of the duct inlet, i.e., at x/2h = 20 (Fig. 2) and at x/2h = 8.3 (Fig. 3). 
This simple expedient will always enhance the likelihood of good 
agreement between predictions and data downstream of the matching 
location. A preferred procedure is to base comparisons on matched 
conditions at the first station for which data are available (e.g., at x/2h 
= 2.2 for Dean's data), and this is the approach we took in making our 
comparisons. 

Authors' Closure 

The discussers have proposed a viable alternative to the length-
scale model we proposed in our paper [1]. The discussers' claim that 
their model is "much simpler" because it is based on physical prin-
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